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Abstract The kernel problem in soft sensor of industrial processes is how to build the soft sensor
model, However, there exist some questions to some extent in soft sensor model with convention-
al modeling methods such as global single model and multiple models. Using the high generaliza-
tion ability of support vector machines (SVMs) and the idea of locally weighted learning (LWL)
algorithm, this paper proposes a novel learning algorithm named weighted support vector
machines (W_ SVMs) which is suitable for local learning. We also present a drifting modeling
method based on this algorithm. The proposed modeling method is applied to the estimation of
Box-Jenkins gas furnace and FCCU and the simulation results show that the proposed approach is
superior to the traditional modeling methods,

Key words Support vector machines, weighted support vector machines, locally weighted learn-
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1 Introduction

Traditionally, most of the conventional modeling and identification methods for indus-
trial process are global modeling methods and multiple modeling methods. However, many
complex industrial processes are characterized by multivariable, nonlinear, wide operation
range, etc. », which are too complex to be described by a single model. In order to
overcome the aforementioned difficulties, some researchers advocate representing complex
processes by multiple models(MM)"), However, there also exist some disadvantages such
as optimization of model set, switch strategy of sub-models, etc. Locally weighted learn-
ing(LWL)' is a form of instance-based algorithm for learning continuous non-linear map-
pings. Because the algorithm i1s particularly appropriate tor learning complex and highly
non-linear functions, it not only can avoid the single model’s poor generalization ability
and tremendous computation complexity, but also can overcome the delay between the es-
timation and actual output brought by sub-models’ switch of MM, Support vector ma-
chines (SVMs), originally developed by Vapnik'*!, is a new learning machine based on the
statistical learning theory. For it not only has solid theory, but also can solve many practi-
cal problems such as small samples, over learning, high dimension and local minima,
SVMs have become a new focuss artificial neural network(ANN). SVMs has shown attrac-
tive potential and promising performance in a wide range of fields and applications***!.
However, its applications and researches in industrial process modeling have been received
little attention.

Combining the 1dea of LWL algorithm with SVMs, this paper develops an improved
SVMs algorithm, named weighted support vector machines (W_SVMs), which is suitable
for local learning. A drifting modeling (DM) method which is used to estimate the outputs
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of complex industrial process is proposed based on W_. SVMs. The proposed modeling

method is applied Box-Jenkins gas furnace and fluidized catalytic cracking unit (FCCU)

and the simulation results show that the property of this proposed approach is superior to
those of MM methods® and single model based standard SVMs method.

2  Weighted support vector machines

Given the samples {X,,y; }i—=: s, where [ is the size of samples, X; € R" is the input vec-
tor, and y, € R is the corresponding desired response, the Vapink SVMs algorithm"*
transforms the data regression problem into a convex optimization problem as (1).

Note that all the training points are treated uniformly in the standard SVMs algo-
rithm. However, in many real-world applications, the effects of the training points are
different. It 1s often that some training points are more important than others in the re-
gression problem. [9 | proposed an improved SVMs algorithm named fuzzy support vector
machines (F_SVMs) and applied it to a data classitication problem successfully. We here
propose another improved SVMs algorithm, W_SVMs,
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The sample data {X,,y; }i—, are pretreated by introducing weights p, € R such that the
sample data have the form:{X,,vy;»p, }i-1 s where 0<_p, <1 is the weight with a sufficient
small 6>>0. Since the weight p; is the attitude of the corresponding point X, toward the
process output v, and the parameters £,&" are a measure of error in the SVMs, the term
p. (& +E8") 1s a measure of error with different weights. The regression problem is then re-

garded as the solution to

{
min J = ~0To+C>) p (& +£) (2)
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The constraints in (2) are the same as in (1). It is noted that a smaller p; reduces the

effect of the parameters §&,&" in problem (2), such that the corresponding point X, is
treated as less important. Similar to Vapnik SVMs algorithm, the optimization problem
(2) can be solved in its dual formulation, According to the primal objective function and
corresponding constraints stated in (2), A l.agrange function L 1s presented by introdu-
cing a set of dual variables as follows

{
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The ® and the nonlinear approximate function can be written as follows,

{
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In comparison with Vapnik SVM: the difference i1s that weight p; 1s added in (2),
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which shows that the same (a; —a; ) may denote the different SVs, and then the corre-
sponding input vectors have the different effect on the output of model. Therefore, we can
control the precision of model indirectly with the control of weight p;,. The advantage not
only helps to improve the estimation precision of model, but also helps to eliminate the
sample data with less weight in order to reduce the algorithm complexity, If all p; are set
1, the W_SVMs algorithm is the same as Vapnik SVMs algorithm, that is, the standard
SVMs algorithm 1s the special case of W_SVMs,

3 Generating the weights

Defining the Euclidian distance of input vector X, and sample data X; as s, = || Xi— X, || »
weight p; i1s the function of s,
Pi = f(5i)  Smin X Sy = ”Xs — X, " = /(X "Xk)T(Xi — X, ) < Spax (5)

According to LWL method'”!, the input vectors corresponding to s; = s, s would be most
important, that is, P =7F (Smn) =1, and those corresponding to s; = sn.« would be least
important,that is, ppnn = f (sSmx ) =0. If the Euclidian distance is between (spi»Smax) s the
corresponding input vectors weights can be determined by (5).

We can select the weight function as an exponential function of s; :

2
pi =f(5ik):a(51 b) +c (6)
ik
By applying the boundary conditions, we can get
s 1 1 Y 2
Sik S max

Pi::f(sik)==(1_8) 1 1 —|—3 (7)

. Smin Smax

4 Drifting modeling method

The idea of the DM method is from LWL algorithm ‘"), In order to obtain the sample
data which are near the input vectors, the sample database is created with the sample data
which are obtained from industrial field. Therefore, the local estimation model can be
achieved with the nearby points. The outputs of model are sent to the control equipment to
participate in feedback control. The ditference between the DM method and MM method 1s
that the training samples are not predetermined, but obtained on-line according to the
input vectors. The fundamental frame is illustrated in Fig. 1.

Industnal 1Ht1 Control
field Equipment

Fig.1 Frame of the drifting modeling method based on the W_ SVMs

The practical drifting modeling method consists of the following steps.

Step 1. Create the sample database. Data preprocessing is needed, which includes
eliminating data with obvious errors, filtrating of random errors, eliminating redundancy
data and conciliating data. All modes of process should be included in the database;

Step 2. Obtain the nearest sample data of the &, input vector X, and corresponding
weight p;;

Step 3. Solve the estimation model f, which is based on the W_SVMs algorithm, and

vy » the estimation of X,, can be achieved;
Step 4. k=k+1, go to Step 2.



No.3 FENG Rui et al. : Drifting Modeling Method Using Weighted Support Vector Machines +++ 439

§ Simulation and results

In this section, we applied the DM method to modeling Box-Jenkins gas furnace and
heavy oil fluidized catalytic cracking unit (FCCU). Some numeric results and discussion
are presented to see the benefits of DM using W_ SVMs,
5.1 Soft sensor case

The first example is based on absorption stabilization system (ASS) of Shi Jiazhuang
refinery’s heavy oil fluidized catalytic cracking unit (FCCU)!**, DM method and Vapnik
SVMs are applied to soft sensor modeling. The sample data with 100 samples are actual
data obtained from Shi Jiazhuang refinery in May, 1998 '), RBF kernel function is used in
both methods. The parameters are u=0. 15, ¢=10 and e=0. 01. The weight p;, can be
determined with (7), where 5., =0. 25 and 0=0. 001. The results are given in Fig. 2 and
Table 1. Fig. 2 shows respectively the curves of estimated values of drifting model and the
corresponding actual values, Table 1 shows the comparison of the two methods. From
Table 1, we can see that the RMSE and GMSE of soft sensor drifting model using
W _SVMs are less than using Vapnik SVMs method, which shows that the generalization
ability of the drifting model is better. Furthermore, the MAXE of the proposed method is
less than Vapnik SVMs, which shows that the smoothness of the model's output is better.
It also indicates that the drifting model using W_ SVMs 1s suitable for the soft sensor

modeling of complex industrial process.
20
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Fig.2 The curves of W_SVMs drifting model output and actual output (#=0.15,¢=10,e=0.01)

Table 1 Performance analysis of W_ SVMs and Vapnik SVMs

W_SVMs SVMs
RMSE 0.7223 0, 9644
GMSE 0.0722 0.1275
MAXE 1. 8771 2, 2445

5.2 Box-jenkins gas furnace

The Box-Jenkins's gas furnace is a famous example of system identification*®

, many
researchers have proposed different multiple modeling methods to estimate the output of
the system'®. RBF kernel function is used in W_SVMs. Its parameters are =0, 15,e=
0.01, c=10,5,..=0.25,0=0. 001, and the weight g, can be determined with (7). The
results are given in Fig. 3(a), 3(b) and Table 2. Fig. 3(a), 3(b) show the curves of
estimated values with DM method and errors. In Table 2 we present the comparison of our
method with several multiple models proposed in the literature, showing the number of
variables chosen in each case and the performance of the models.

Table 2 Comparison of box-jenkins gas furnace modeling methodst®

Model Tong'77 Pedrycz'84 Xu’'87 Peng'88 Sugeno'9l Sugenn’'93 Wang'96 ESTI1/EST2/EST3 W_SVMs

RMSE 0. 684 0. 565 0,572 0. 548 0. 261 0.435 0.397 0,400/0,401/0,396 0. 2696
No. inputs 2 2 2 2 6 3 2 2 2




440 ACTA AUTOMATICA SINICA Vol. 30

S — R —
69 —Sample | ' | ]
------ MOdEl | L
< 55 | : .
B N,
E :
o0 n
45 - — . - — f I— -t - | — J
0 o0 100 150 200 250 300

(a) The curves of W_SVMs drifting model output and actual output (x=0.15,¢=10,6=0.01)
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(b) The errors curves of W_ SVMs drifting model output and actual output (z=0, 15,c=10,e=0. 01)
Fig.3 W_ SVMs drifting model

We obtain a superior performance to other “classical” approaches: the RMSE is 32 %
less than EST3 model® and 60% less than Tong' 77 model®, The MAXE (1. 6) is only
3. 3% of the smallest output, which indicates that the smoothness of the model is good.
The EST1, EST2 and EST3 models also exhibit a good performancel®, However, the
methods EST1 and ESTZ model the system with a greater error, and the method EST3
involves a higher computational complexity'®. The Sugeno’ 91 model'®™ provides the
smallest RMSE, however, the model is based on more variables (six input variables) and
more computational complexity. Therefore, our DM approach is suitable for complex
industrial process modeling with serious nonlinear and multiple work modes.

6 Conclusion

In this paper, a novel soft sensor drifting modeling (DM) method is proposed to mod-
el complex industrial process. The motivation relies on the observation that a single model
18 usually incapable of modeling these industrial process properties, and multiple modeling
methods would lead to a delay between the estimation and real system output. Hence the
drifting modeling method based on locally weighted learning (LWL) algorithm is pro-
posed. Because Vapnik SVMs is not suitable for local learning, we introduce sample
weight concept and propose an improved SVMs algorithm. weighted support vector ma-
chines (W_SVMs), This proposed algorithm can not only improve the estimation preci-
sion of model, but also reduce the compute complex by eliminating some learning sample
data set with least weight. Supported by comparison with multiple modeling method and
single modeling method, the new modeling approach is shown to be suitable for modeling
complex industrial process with multiple work modes. Meanwhile, this approach sheds
some light on the great potential application in industrial field.
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