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Abstract Monte Carlo simulation has become an important tcol for estimating the reliability and
availability of dynamic sys-em, since conventional numerical methods are no longer efficient when
the size of the system to solve 1s large. However. evaluating kv a simnulation the probability of oc-
currence of very rare even's means playing a very large number of histornies of the system, which
[eads to unacceptable computing time. Highly efficient Monte Carlo should be worked out. In this
paper, based on the integral equation describing state transitions ot Markov dynamic system, a u-
niform Monte Carlo for estimating unavailability 1s presented. Using free-flight estimator, direct
statistical estimation Monte Carlo 1s achieved. Using both tree-flight estimator and biased proba-
bility space of sampling, weighted statistical estimation Monte Carlo 1s also achieved. Five Monte
Carlo schemes. including crude simulation. analog simulation, statistical estimation based on
crude and analog simulation, and weighted statistical estimation, are used for calculating the un-
availability of a repairable Con/3/30 ¢ F system. Their etficiencies are compared with each other.
The results show the weighted statistical esttmation Monte Carlo has the smallest variance and the
highest efficiency in very rare events simulation.

Key words Unavailability, statistical estimation Monte Carlo, Markov dynamic system, variance
reduction technique, unitcrm Monte Carlo

1 Introduction

Unavailability 1s the probability that the system 1s 1n failed states at time ¢, Conven-
tionally, in order to obtain availability of Markov dynamic system, a set of 2% coupled
first-order differential equations must be solved, where N 1s the number of components.
Thus even a system with only ten components will result in a system of over one thousand
coupled equations with a transition matrix with over a million elements. Moreover, if
some of the components are repairable, the equations would become quite stiff, requiring
that very small time steps be used in the numerical integration. When the size of the system
1s too big to solve, or the system 1s non-Markov, Monte Carlo simulation appears to be the
only tool likely., In very rare event simulation, crude Monte Carlo is too time-consuming
or inaccurate. so researchers working on reliability have given more allowance to the de-
sign of highly efficient simulation algorithms.

In [1~10], several Monte Carlo techniques for estimating availability of static system

21 compared the methods given in [1~3]. Cancela and Khadirit®

were given. Fishman
compared the methods given in { 2~6,8 ].

1 12,13 | gave the state transition Monte Carlo (also called analog simulation) to sam-
ple random walks of dynamic system. Compared with crude stmulation, analog simulation
saves time of sampling of random walks. In analogy to particle transport problem, [ 13 ]
gave two new Monte Carlo techniques for estimating unreliability of Markov dynamic sys-

tem, including forced transitions and fatlure biasing. Forced transitions and fatlure biasing
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are more efficient than crude simulation and analog simulation. In [14,15], free-flight es-
timator for the estimation of unreliability was conducted, and by combining with biased
scheme a highly efficient Monte Carlo technique for the estimation of unreliability of Mark-
ov system is achieved. The estimation of unavailability by Monte Carlo is more difficult
than that of unreliability, since, in spite of both unreliability and unavailability are condi-
tional expectations, the condition of unavailability is much stricter than that of unreliabili-
ty. There are not many papers that design highly efficient Monte Carlo for estimating un-
availability of the dynamic system. [ 16| discussed the variance of several estimators of un-

availability.

This paper is organized as follows. In Section 2, based on integral equation of state
transitions of Markov dynamic system, the unavailability is expressed as the tunctional of
probability of transition out of current state. In Section 3, a uniform Monte Carlo for esti-
mating this functional is given, and based on this uniform Monte Carlo, statistical estima-
tion and weighted statistical estimation Monte Carlo are achieved 1n Section 4. In Section
5, five Monte Carlo schemes, including weighted statistical estimation, direct statistical
estimation based on crude and analog simulation, crude simulation and analog simulation,
are used to estimate the unavailability of a repairable Con/3/30 : F system, and the elfi-
ciencies of five methods are compared with each other,

2 Integral equation describing state transitions of Markov system and the functional of un-
availability
Assume that we have a system with N components, each of which may be 1n an opera-
tional or a failed state, and the failure rate and the repair rate of component 7 are A, and 4,
respectively. There are then 2" states corresponding to the unique combinations of opera-
tional and failed components. We let p,(¢) = probability that the system is in state £ at

time ¢, and Epk(t) =1, We denote £=0 as the initial state in which all components are
k

operational, and p,(0)=90,,. The integral equation describing state transitions of Markov

dynamic system can be written as-'*

X (D = | A fG | ¢ R [8,08() + DgCk |t kD) A ()] (1)
0 b

o

where X, (£)=7,(¢t) p,.(¢) i1s the probability density of transition out of state k£, ¥,(z) is the

transition rate out of state &k, and ¥, (¢) = th (¢), where 7., (¢) are the transition rates
k' £k

between states. In general, 7,(z) can be expressed as
Ye(t) = D> Aut) + D) My () (2)
L€ o, ter,
and the o, and I', are the sets of operational and failed components, respectively, in state k.
fG | k) = 7.(") exp —Jr}’k(r”)dz” , t =t (3)

1s the probability density that there will be a transition at t given that the system is in state
k" at t'. The quantity (k| ,t) =7 (£)/7v (£) is the conditional probability that given a
transition out of state £  at time ¢, the new state will be 2. The first term on the right of
(1) is due to the convention that the problem is initialized by a transition into state k=0 at
t=0,

Monte Carlo simulation of the integral equations may be used to estimate weighted in-
tegral of the term

T
I = zj dz Xk(t)a(t;k) (4)

k
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Since unavailability i1s the probability that the system is in a failed state at time ¢, it

can be estimated by
T

U = EJ dt X, (t)alt.k) (5)

pe v U
where F is the sets of failed state, and

, ~ T -
exXp ~—J ra(ede |t <CT
Q(.fak) = A - fa‘;ﬂf = (6)

(0, t > T

3 Uniform Monte Carlo for estimating the unavailability of Markov dynamic system

The uniform Monte Carlo for estimating functional (5) covers the following steps.

In the first step, the probability space of sampling should be constructed. Let s, =
(k;+t;) denote that the system is in state k, at time ¢, through [ transitions. The probability
density function of sampling can be determined as

Q(Su s 51 8" 0 S, )]?(SU s 51 ¢°°" 90 8, ) =
[Eji (SU > 3 )f] (SU — 5 ):J::( vee >< I:ém (Sm’-—[ ™ S )_};fﬂ (Sm'—] —™ S )] (7)
where ¢, (s; ,—>s;) f, (s,—,—>s,) 1s a conditional probability density with s,_, known,

namely, ¢, (s 15,98 o595, )1 (8/ 5098 «***+5,,)+ while

q; (s;_1 —> 8, )ff ($;-y > 5,)7# 0, (?f (S, > 8y )}?J (s,—y > s;)% 0
Secondly, by the probability space of sampling, the history of random transition of
Markov dynamic system is sampled.
DiMey 2850 9851 97" 085 0" o S41 9 Sapy g (8)
where "y ts a history of random transition. At the same time, we need to calculate the
welght of sampling

'I_E_,"‘m — u.!m_l g(sm—l > Sm)f(élm—] - Sm) (9)

a(sm“'l gl Sm)f( Sm—1 > Sm)
and w, ==1. The simulation 1s stopped when ty., >7T, where T is the mission time.

Thirdly, we choose an estimator of unavailability, Usually, there are two kinds of es-
timators of unavailability, one is called the last-event estimator U, , 1. e.,

(:T1 — 'IL’(SM )CL(SM:) (10)
another is the {ree-flight estimator U, ., 1. e.,

U, = > w(s.a(s,) (11)

= i}

4 Statistical estimator and weighted statistical estimator of unavailability

Since free-flight estimator uses more information of history of random walks than the
last-event estimator, Monte Carlo based on free-flight estimator should have smaller vari-
ance than that of the last-event estimator. Substituting expression (6) 1nto (11), we have

) M e
e Zl(km & Fw(s,,) exp ——J E #;(t’)df} (12)

“iler
where I( ) is a binary tunction, which means I( = )=1 when + holds,else I( « ) =0,

m =10

Monte Carlo based on estimator A. is called statistical estimation method.

If the original probability space of sampling is chosen, namely,q (sy 5, 525, ) f (5o »
S1 0% 985m ) =g (Sy 9819 sSn 2 (Sa981 9" +8m ) s then w(s,) =1 in expression (11). Statistical
estimation method 1n such a way is called direct one, in which sampling of the history of
state transitions may use the method of ecrude simulation or analog simulation {12, 13]. In
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analog simulation, the time intervals At between transitions 1s

At — _jln(l—E) (13)

where random number ¢ is sampled from uniform distribution (0, 1], Determination of
which component has failed or been repaired, and thereby the new state of the system is

carried out as follows. A random number & is first generated. If 7,&" <C Z’lf* (t), the

iE—uk
failed component 1s determined by
7 i1
EA;“' gy&g;é 2’1{' (14)
;e:(}k ff:rlk
If 7,6 > ZA”? , the repaired component is determined by
1< 0
k ; i+1
EA:'& + Z Hy ‘“:\: 7;&5! g ZA;} + E H; (15)
i€ 0, i'=1 €0, }"'Ezrll
fer, ARl

If the biased probability density space of sampling is chosen, in a history of random
walk more failed states which can contribute to the result would be sampled than that by
using original probability space of sampling. Let

6(50’517-.‘55111);(5{}!5]!‘.'!Sm): Q(S{} 9519"'!5;?1)_)?(3{] yS1 9% 95, ) (16)
where
,f e _
B . f, / L L ,. 14 14 : fg <
f(k]k,t):*%f(k\k t)/{l exp_ th(t)dt_} t t < T (17)
0, else
Then;

— T -
w(s,) = wls,) |1 —exp| — | 7o (dl" ||

v/

where w, =1. Statistical estimation method based on biased probability space of sampling
1s usually called weighted statistical esttmation method. By expression (13), the time in-
terval Atz between transition i1s

Ar = ;1n(1eeu—exp(hn(T-—z’»)), 0< At < T—1t (18)
&

where ¢’ is the cumulating time of random transition of system. The new state of system is
sampled from formula (14) or (15). Formula (18) shows the biased density function of
sampling leads to a never-ending simulation, namely, cumulative time of random transition
of system can not reach the mission time T forever. A Russian roulette'!™ could then be

added to this scheme, to kill the histories with very small weight.

§ Numerical example

We have studied a repairable linear Con/3/30 : F system, in which each component is
of two states, operating or failed. Fatlure rate of each component 1s A=0. 001(day™'), re-
pair rate is #=0, 05(day™ " ). The linear con/3/30 ¢ F system ts defined as: 30 components
linearly connected in such a way that the system fails iff at least 3 consecutive components
tail. Repairable con/k/n ¢+ F system has broad application because of its high availability
and low costt!®,

As a numerical example, we deal with efficiency of five types of Monte Carlo schemes
for estimating the current unavailability of a con/3/30 : F system mentioned above, inclu-
ding weighted statistical estimation, direct statistical estimation based on analog simula-
tion or crude simulation, crude simulation and analog simulation. Usually, efficiency of
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Monte Carlo is defined as
1

5 Xt
where 6° is the variance of the score and ¢ the mean time per a history.

In Fig. 1, five types of Monte Carlo simulation all give the same estimation ot unavail-
ability, which verifies the statistical estimation method presented in our paper.

(19)

ef fictency =

10_3 . T 1 I L 1 1 r L

-
-
!
T

Log(unavailability)
=

107 -

-7 i i I l | 1 1 | 1
0 020 35 20 50 60 70 80 90 100

Time(day)

Fig.1 Unavailability of a Con/3/30 ¢ f system vs. Time
(Estimating by five types of Monte Carlo techniques: crude simulation, analog simulation, weighted statisti-

cal estimation, direct statistical estimation based on crude simulation, direct statistical estimmation based on
analog simulation)

Fig. 2 shows the methods using free-tlight estimator (include direct statistical estima-
tor and weighted statistical estimator) have less variance than the other methods. The rea-
son 1s that for all the failed states in a history of random walks, free-flight estimator can
contribute to the score. Fig, 2 also shows, when the unavailability 1s very low, the vari-
ances given by the methods except weighted statistical estimation are very close. The rea-
son 1s, in this situation, the system is rarely under failed states. Weighted statistical esti-
mation method, using free-flight estimator and biased sampling simultaneously, reduces
variance markedly.
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Fig. 2 Variance of unavailability vs. time
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Fig. 3 shows weighted estimation is the most time-consuming. The reason is that bi-
ased sampling is used, which induces more state transitions than in using original one,

4.5 J 1 1 Y T T
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O crude simulation
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Fig.3 The mean time of per history vs. time

Fig. 4 shows that weighted statistical estimation Monte Carlo has the highest efficien-
cy when the unavailability is very low. For example, when unavailability of the system is
5.997 X 1077, the efficiency of weighted statistical estimation is 4. 863X 10", the statistical
estimation based on crude simulation is 1. 623X 10°, and the statistical estimation based on
analog simulation is 1, 545X 10°. This illuminates the weighted statistical estimation meth-
od is valuable for estimating unavailability of highly reliable system, which is very difficult
for crude simulation. Fig. 4 also shows, in this example, when the unavailability is greater
than 3. 223X 107", efficiency of statistical estimation based on analog simulation is greater

than that of weighted statistical estimation. The reason for this is that the latter is more
time-consuming,
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Fig. 4 Efficiencies of 5 types of Monte Carlo methods vs. time

6 Conclusion

Direct statistical estimation and weighted statistical estimation Monte Carlo for esti-
mating unavailabtlity of Markov dynamic system are propounded in this paper. Numerical
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example shows these methods can give less variance and higher efficiency than traditional

methods. When the unavailability is very low, weighted statistical estimation is the most

efficient, which shows this method is very valuable for rare events simulation.

For control system, electric power system, communication system and Internet sys-

tem all can be described by continue-time Markov process, so methods presented in this

paper can be used tor estimating unavailability of these systems.

Of course, our example of system is so simple that Monte Carlo is not necessary for

studying it. But we hope that what we have observed here will stay true for more compli-

cated cases.
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