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Abstract A new two-stage method of fingerprint classification 1s proposed that is based on hidden
Markov model (HMM) and support vector machine (SVM). This technique uses FingerCode as
the representation of the fingerprint. After classifiers are trained, five pseudo 2-D HMM classifi-
ers are used to firstly select the most possible two classification results. Furthermore, the corre-

sponding SVM classifier 1s selected to make the final decision. In the end, this new approach 1s
tested by 2000 images selected {rom the NIST-4 database and 1000 images from the CQU-VERID-

ICOM database. A classification accuracy of 91 percent and a classification consistency of 93. 7
percent are achieved. The results demonstrate the effectiveness of this approach.
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1 Introduction

Fingerprint classification provides an important index mechanism in the f{ingerprint
database. An accurate and consistent classification can greatly reduce the time on finger-
print matching for a large database., Traditional fingerprint classification has been used by
forensic experts who classity the fingerprints into some certain categories according to the
global ridge and the furrow structure, which form special patterns in the central region of
the fingerprint. For example, in [ 1] fingerprints have been classified into four main cate-
gories; loop, whorl, arch and accidental. Each category has been then further divided,
thus resulting in a total of more than ten thousand categories. Due to the difficulty of de-
signing thousands of classifiers with high accuracy, most automatic systems reduce the
number of {ingerprint types to subsets of classification defined by the forensic experts, For
example, some academic institutes and manufacturers have typically concentrated on the
five-class or four-class classification. The five classes are whorl, left loop, right loop,
arch, and tented arch. For the four-class system, arch and tented arch are combined into
one class. Recently, some academic institutes define a “new” classification system accord-
ing to the “clusters” formed in certain feature space. In this paper, the five-class system is

used, namely, whorl (W), right loop (R), left loop (L), arch (A), and tented arch (T).

2 Review of fingerprint classification

Several approaches have been developed for automatic fingerprint classification. These
approaches can be generally categorized into six main categories.

1) Knowledge-based. The knowledge-based fingerprint classification technique
ses the locations and the number of singular points (core and delta) to classify a fingerprint
into one of the five above-mentioned classes. The knowledge-based approach tries to cap-
ture the knowledge of a human being by deriving rules for each category by hand-construc-

1:21'3] u-.-

ting the models and therefore, does not require training. Since this method heavily relies
on singularities, some problems arise in the presence of noisy or partial fingerprints,
where singularity detection can be misled.
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2) Syntactic. Patterns are described by means of terminal symbols and production
rules. The syntactic approach'* uses a formal grammar to represent and classify fingerprints.

3) Network approach. The network approach is one of the most popular fingerprint
classification methods. The PCASYS (pattern-level classification automation system) ap-
proach proposed™'® by Candela is the most promising approach. After computing and reg-
istering the directional images, a vector of 1680 elements 1s reduced to 64 elements by u-
sing the KL transform. At this stage, a PNN (probabilistic neural network) is used for
assigning each 64-element vector to one class of the classification scheme.

4) Structure-based. Using the structural approachl’!, the fingerprint directional im-
age is segmented in regions by minimizing the variance of the element directicns within the
regions. From the segmentation ol the directional image, a relational graph compactly
summarizing the macro-structure of the fingerprint is derived.

5) Others. In [ 8], a fingerprint classification algorithm based on the multi-space KL
transforms applied to the orientation field is proposed. Senior proposed in [ 9] a hidden
Markov model classifier whose input feathers are the measurements (ridge angle, separa-
tion, curvature, etc. ) taken at the intersection points between some horizontal and vertical
fiducial lines and the fingerprint ridge lines. In [ 10|, the frequency spectrum of the finger-
prints 1s used for classification. These approaches show some promise.

6) Multistage or hybrid approach. In [ 11 |, the algorithm uses a novel representation
(FingerCode) and 1s based on a two-stage classifier to make a classification, This two-
stage classifier uses a K-nearest neighbor classifier in its first stage and a set of neural net-
work classifiers in its second stage to classify a feature vector into one of the five {inger-
print classes. The hybrid approaches-'?''*! combine two or more approaches for classification.

According to [ 11 ], HMM (hidden Markov model) classifier and SVM (support vec-
tor machine) classifier are used in this study to torm a two-stage classitier, with Finger
Code as representation of the fingerprint. It has been tested on two databases and the re-
sults show it is robust even for poor quality images. Being the new techniques, HMM and
SVM are given in a brief introduction in the following.

3 HMM & SVM
3.1 Hidden Markov models

A hidden Markov model"** is a doubly stochastic process, with an underlying stochas-
tic process that is not observable (hence the word hidden), but can be observed through
another stochastic process that produces the sequence of the observations, The hidden
process consists of a set of states connected with each other by transitions with probabili-
ties, while the observed process consists of a set of outputs or observations, each ot which
may be emitted by each state according to some probability density function. Being using
time-series modeling, HMM has been applied in several areas during the last 15 years, in-
cluding speech recognition, language modeling, handwriting recognition, signature verifi-
cation, etc.
3.2 Support vector machine

Support vector machines (SVMs)M* perform pattern recognition for two-class prob-
lems, which are based on VC dimension and structural risk minimization (SRM) principle
of statistical learning theory (SLT). According to the finite samples, it tries to form the
best tradeoif between the complexity of model (learning accuracy for special training sam-
ples) and capacity of the machine (capability of distinguishing arbitrary sample) and fur-
ther obtains the optimal generalization ability.

SVM comes from the optimal separating hyperplane for linear separable instance. Its
basic 1dea 1s demonstrated in Fig. 1. What i1s called the optimal separation is that the sepa-
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rating line not only classifies correctly (training error i1s zero), but also maximizes the
margin between the two classes.
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Fig.1 Optimal separating hyperplane

Now, SVM has been applied in several areas, which include pattern recognition, re-
gression estimating, probability density function, etc, Its accuracy even exceeds tradition-
al methods.

4 Two-stage classifier
4.1 Classification Scheme

Fig. 2 shows how to classify the fingerprints using HMM and SVM classifiers. First-
ly, FingerCode, as the representation of the fingerprint feather, has been produced after
image pre-processing. Secondly, FingerCode is inputted into five HMM classifiers, name-
lyy, whorl classifier, right loop classifier, left loop classifier, arch classifier, and tented
arch classifier. Every HMM classifier outputs the probability of belonging to the homolo-
gous category. After selecting the two most probable categories, the appropriate SVM
classifier is used to make the final decision that which category this fingerprint belongs to.

FingerCode (192D)
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Fig. 2 Classification scheme based on HMM and SVM

4,2 Configuration of HMM classifier

Above all, it needs to be confirmed that how to classify fingerprints using HMM. An
image of fingerprint is a 2-D signal, all information of which should be made full use of.
However it is very difficult to constitute a completely connective 2-D HMM because this
structura] HMM 1s an NP-complete problem for learning and recognition. It using this
structural HMM for fingerprint classification, 1t will take more computation and more time

to train and classify. So it 1s worthless. In this study, a simplified 2-D HMM 1is provided.
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Based on the process of FingerCode extraction, this paper puts forward a pseudo 2-D
HMM. As we know, linking six concentric bands sequentially forms a FingerCode, If we
name these bands as 1, 2, 3, 4, 5, 6 from inner to outer, the order of FingerCode should
be invariable. This order will hint us to establish a Markov chain model from left to right
as shown in Fig. 3. This special Markov chain starts from state 1 (or band 1) and ends in
state 6 (or band 6), increasing with the number of state. Furthermore, for each band in a
FingerCode, its codes are formed by eight sector codes linking. If we number each sector
counter-clockwise from the horizontal positive direction, the order of the codes of each sec-
tor also should be invariable. So this order will help us to establish a Markov chain model
from left to right as shown in Fig. 3, and the number of the states is just 8, If we regard
the states of each line O, ={0;,,***,0x,} as a 1-D HMM and ulteriorly regard this 1-D
HMM as a state of another HMM O={0, ,+-,0y}, a pseudo 2-D HMM which consists of
a group of 1-D HMMs is formed. Namely, a pseudo 2-D HMM contains a main HMM in
which each state is a slave HMM. As illustrated in Fig. 4, the direction of super-state is
vertical, and the direction of slave-states is horizontal. For FingerCode, the number of su-
per-states 1s equal to the ones of bands, and the number of slave-states is the ones of sec-
tors of each band. So we can define a pseudo 2-D HMM as following.
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Fig. 3 1D HMM structure
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Fig.4 P2D HMM structure

1) N: the number of super-state in vertical direction, it is 6 in Fig. 4;

2) A.: the transition probabilities of super-state, A= {a,, : 1<k, J<<N };

3) II:the initial state distribution of super-state, II={x; : I<Xj<<N };

A:slave HMMs in horizontal direction, A= {X7 ;1< j<CN }; it is a series of 1-D
HMDMs corresponding to super-state, each A’ is a 1-D HMM.

So a pseudo 2-D HMM is denoted as »=(N,A,II,A). From this definttion, we can
find that there is no difference in nature from the 1-D HMM., All algorithms used for the
1-D HMM which include state estimation, revaluation expression, etc. can be slightly
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modified to fit the pseudo 2-D HMM. In this study, we have used Viterbi algorithm for
recognition and Baum-Welch algorithm for learning.
4. 3 Configuration of SVM classifier

The SVM classifier is a typical one for two-class problems. If applying this classifier
to the multi-class problems, there will be three strategies listed in the following.

1) Distinguish w; from the others

[t is also called w,/w,, namely, an M-class problem is divided M two-class ones. This
approach needs M two-class classifiers.

2) Distinguish each other |

It is also called w,/w,;, namely, a two-class classifier can only separate into two clas-
ses. To separate all M classes, Ciyy=M(M—1)/2 two-class classifiers are needed.

3) Multi-stage classification using binary tree

Firstly, M classes are divided into two sets, which contain some classes. Secondly,
inputting pattern is determined to belong to which set. In succession, each set is divided
into two subsets using binary tree and two-class classifiers are used gradually, the final
classification decision is made in the end.

SVM classifiers in this study are used after classification by HMMs classifiers. Every
HMM classifier outputs the probability of belonging to homologous category. After selec-
ting the two most probable categories, the appropriate SVM classifier 1s used to make final
decision that which category this fingerprint belongs to. So the strategy 2) is the most sat-
isfying. We need to construct C: =10 SVM classifiers to distinguish any two classes for
the five-class fingerprint classification problem.

S Experimental Results

In this study, the classification accuracy and consistency of this two-stage approach
were tested. Because fingerprint classification usually uses global feathers of the finger-
print, the image of the fingerprint used to test should be relatively integrated. We valida-
ted the results of our fingerprint classification algorithm on the NIST-4 database and CQU-
VERIDICOM database. The NIST-4 database consists of 4000 fingerprint images (image
size 18 512 X 480) coming trom 2000 fingers. Each finger has two impressions. Each image
is labeled with one or more of the five classes (W,R,L,A,and T) by experts. About 17%
of the fingerprint images in the NIST-4 database are labeled with two labels, which shows
that there is disagreement among the human experts about a large number of fingerprints.
Simultaneously, there are some images whose reference point is detected near the edge of
the image and, therefore, a valid tessellation could not be established for these images
(Fig.5) by using the approach in [ 11]. So we excluded the images that had more labels or
whose valid tessellation could not be established when we made use of NIST-4 to test.
EFrom the residual 3300 images, we took out 1000 fingerprints to form our learning set to
train the HMM & SVM classifiers, and the test set contained the other 1000 fingerprints.
No matter it was the training set or the test set, the proportion of fingerprints belonging

to each class was the same (20%). In database CQU-VERIDICOM, the fingerprints were

Fig. 5 Examples of images where a valid tessellation could not be established



856 ACTA AUTOMATICA SINICA Vol. 29

obtained by capacitive sensor from 50 users and each user was asked to provide 10 different
impressions of each finger of 6 different fingers — the little finger and the index finger
were not used., A set of 3000 {ingerprint images (image size is 300X 300) were collected.
We made use of CQU-VERIDICOM database to test the classification consistency. Because
there are many images for each finger in CQU-VERIDICOM database, we can compute the
classification consistency by looking over the results of many images for the same finger.
From the CQU-VERIDICOM database, we took out 1000 relatively integrated images that
came from 200 fingers (5 impressions for each finger ) to train or classiiy.

To improve the performance of the classifiers, we should optimize the parameters of
the classifier. For the pseudo 2-D HMM ot five classes (W ,R,L,A,and T), we used dual
Baum-Welch algorithm for learning, and Forward-Backward algorithm and Viterbi algo-
rithm for classification. After adjusting through training, we set the initial parameters of
the pseudo 2-D HMM as: 6 and 4 for the numbers of super-state and slave-state, respec-
tively. For SVM classifiers, we used two kernel function classifiers. One 1s polynomuial
SVM, the other is radial basis function (RBF) SVM. These two SVM classiliers are
trained by using SVM"" algorithm. Through training, polynomial SVM is good when
module 1s equal to 3, but RBF SVM pertorms better while its parameter § is 1. So we use
RBF SVM and its parameter & is 1. In addition, we find that the number of support vec-
tors is 1/5~1/2 of the training samples, and for different classifiers, there are a majority
of support vectors to overlap. Table 1 shows the classification accuracy on NIST-
ddatabase,

Table 1 Experiments Results for the two-stage classification

True Assigned Class

Class W R [ A T
W 182 10 o 2 |
R 1 185 1 3 10
L 3 0 188 4 3
A z 0 3 178 17
T 0 4 6 14 176

From experiments, the classification accuracy on NIST-4 database was 91% for the
five-class problem. Although performance of our classifier is better than that in refer-
encet’™, there is still certain gap to the state of the art approach. We analyzed those false
classification and found that the following reasons made classification improper: 1) It fails
on some very bad quality fingerprint images where no ridge information is presented in the
central part of the fingerprint, 2) It also fails to correctly classify twin loop images, which
are labeled as whorl in the NIST-4 database. For these images, the reference point loca-
tion algorithm used in [ 11 | picks up the upper core and considers that as the center. The
image looks like a loop in the region of interest which leads to a misclassification of W as L
or R. 3) misclassification because of the subtle difference between arch and tented arch.
This misclassification, in particular, the latter two reasons show that the approach to lo-
cate the reference point used in the reference!!'! is suspectable. A more rational method
should be investigated in the future.

In the fingerprint classification task, another metric of performance evaluation is the
classifier consistency. The purpose of the fingerprint classification task is to index the fin-
gerprint database, supposing a fingerprint is “wrongly” classified during the indexing.
However, if another impression of the same finger is again misclassitied as the same cate-

gory, the indexing scheme would still be effective. We made use of CQU-VERIDICOM

database to test classitication consistency of this two-stage classifier, We used 400 finger-
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print images to train our classifters, and the other 600 images were used to test. Experi-
ments results showed that the classification consistency of this approach achieved 93. 7%
for the five-class classification. Of course, if it 1s used in practical application, its classifica-
tion conststency will go down because of capturing area of fingerprint sensors being too small.

6 Conclusion

In this paper, a new two-stage method of fingerprint classification 1s proposed that is
based on hidden Markov model (HMM) and support vector machine (SVM). Firstly, Fin-
gerCode''*as representation of fingerprint feather has been produced after image pre-pro-
cessing. After the classifiers being trained, five pseudo 2-D HMM classifiers are used to o-
riginally select the most possible two classification results. Furthermore, the correspond-
ihg SVM classifier 1s selected to make the final decision. Experimental results show that
the performance of our approach has obtained or exceeds the present popular fingerprint
classifiers, although it is not as good as the state of the art approach. Using HMM and
SVM to establish a two-stage classifier is a new idea, we think that we can improve the
performance by using more optimum parameters and effective features, and we will inves-
tigate more in future to improve the classification accuracy and the classification consistency.
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