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Abstract In a sensor network, reasonable distribution of sensor nodes will do much good to the

improvement of sensorial ability. In a sensor network constructed by randomly scattering, a better
sensing coverage can be achieved by topology adjustment utilizing mobility of some sensor nodes. To

solve this problem, we define an extending-tree in the sensor network using Voronoi diagrams and

Delaunay network. On this base, a new optimization algorithm of sensor node distribution based on
genetic algorithm is designed, which provides a sound effective means to improve the sensorial ability

of network. Simulation output shows that this algorithm can achieve an optimizing node distribution
in the object area, by which sensorial ability of the whole sensor network can be improved at a

relatively low cost.
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1 Introduction

A wireless sensor network is a large-scale distributed network comprised of many small sensing

devices equipped with memory, processor and short-range wireless communication[1,2]. Sensor node

distribution plays a very important role in the improvement of network sensing ability. In a randomly

scattering network, many redundant nodes are used to acquire better connectivity of network. In this

case, sensing shadow and blind area are inevitable due to the uneven distribution of nodes. So it becomes

a key point in network management to conduct a node distribution optimization at a lower cost. To

solve this problem, we define an extending-tree in the sensor network by utilizing Voronoi diagrams and

Delaunay network. On this base, a new optimization algorithm of sensor node distribution based on

genetic algorithm is designed.

2 Extending-tree generation based on Delaunay triangulation

In a sensor network, there are two kinds of nodes, namely sensor node and sink node. Data

collected by sensor nodes are usually sent to sink nodes and transmitted to observers finally. Therefore,

better sensorial ability and coverage will be achieved at a low cost if an extending-tree at the root of

the sink node is generated and used to perform an optimization operation.

2.1 Topology discovery and node localization in sensor network

Topology discovery is always the focus in the study of sensor networks[3∼5]. Node localization is

the basis of most applications, especially military applications. Locating with GPS (Global Positioning

System) is usually adopted in sensor networks[6,7].

By utilizing topology discovery and sensor localization, information about node distribution and

distance between sensors can be acquired easily, which provides a basis for node distribution opti-

mization later. As this paper focuses mainly on distribution optimization, we will not discuss related

processes of node localization and topology discovery below.

2.2 Extending-tree of sink node in sensor network

In the process of sensor networking by randomly scattering, many reluctant nodes are used to

acquire better connectivity. Although these randomly distributed reluctant nodes provide the sensor

network with flexibility and stability, they do degrade the sensibility because uneven distribution of

nodes results in overlapped sensing fields, shadows and blind sensing area in the network. We adopte
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the concept of Voronoi diagram and Delaunay triangulation to describe topology of the sensor network,

and define the extending-tree of the sink node on the basis of Delaunay triangulation.

It is usual to say that Voronoi diagram is the union of the boundaries between the Voronoi regions

defined as the set of points at least as close to one site as to any other[8]. Let e be a point belonging to

field E, then the Voronoi region of e can be defined as follows

V R(e) = {p ∈ Rn|d(p, e) 6 d(p, e′), ∀e′ 6= e, e′ ∈ E} (1)

Then the Voronoi diagram of E, denoted as V D(E), can be defined as the union of boundaries of

the Voronoi regions:

V D(E) =
⋃

i

V R(ei) (2)

By drawing a line between any two points whose Voronoi domains touch, a set of triangles is

obtained, known as the Delaunay triangulation.

As to the sensor network, by utilizing topology discovery and node localization, it is easy to

construct Delaunay triangulation, from which we can get neighbor information about each node; also

we can find two nearest nodes in network. Based on Delaunay triangulation of sensor network, we

define extending-tree of a sensor node in network. Let S be a node set in field A, and then S can be

described as follows

S = {Si(xi, yi)|Si ∈ A} (3)

where (x,yi) is the position of node Si in network. Then we can get weighted undirected graph G(v, e)

from Delaunay triangulation corresponding to the nodes in S. Each edge in graph G is given a weight

equal to the distance between two end nodes. Let K = {Ki(xi, yi)|Ki 6∈ A} be a node set out of area

A, and then we can define extending-tree of arbitrary node in S relative to K as follows:

T (Si− > K) =
⋃

i

Path(Si− > Ki), Ki ∈ K (4)

where Path(Si− > Ki) is the maximum span route in undirected graph G with end nodes Si and Ki.

In this path, distance between two nodes is not less than minimum distance between two nodes in any

other path in graph G with end points Si and Ki, and the number of nodes in this path is less than

any other path that can be found in G. The maximum span route reflects a best-extended connection

between two nodes. One thing to be mentioned is that maximum span route is not unique in a specific

undirected graph.

To get a maximum span route in a sensor network with N nodes, we can use algorithm given

below[9].

Algorithm 1.

Step 1. Topology discovery and node localization.

Step 2. Initializing, Voronoi diagram generation and Delaunay triangulation constructed.

Step 3. Generate a weighted undirected graph G(v, e); each edge is assigned a weight value with

distance between two end points.

Step 4. Delete all edges in G related with node Si and generate a new graph G′.

Step 5. Minlength=the minimum length of edge in G′, MaxLength=the maximum length of edge

in G′, step=(MaxLength-MinLength), value=Minlength+step.

Step 6. If step>threshold then

For each e ∈ e′

if (weight>value)

Add e to new weighted undirected graph G′′

Step=step/2

If Findpath (from Si to Ki) in G′′ then

value=value+step

Else

Value=value−step

Repeat Step 6
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Step 7. Maximum span route export.

To generate extending-tree of a sink node, we should clip Delaunay triangulation to four parts

according to Cartesian coordinate system with sink node as an origin. By importing node out of target

area in each quadrant, we establish the maximum span route from sink node to these imported nodes.

All nodes in these routes are selected as backbone, and the remnant nodes in each quadrant connect to

the nearest node of backbone. After this, extending-tree of sink node is generated.

In fact, different imported node set out of target area will result in different extending-tree of sink

node. Various node sets can be chosen according to the distribution of sensor nodes in a specific target

area. The process of extending-tree generation is illustrated in Fig. 1.

Fig. 1 The process of extending-tree generation based on delaunay triangulation

In a sensor network, nodes in backbone of extending-tree have a better dispensability than other

leave nodes. They diminish the impact on sensing ability of network caused by overlapped coverage, so

these nodes should be kept unchanged. While to those leave nodes in extending-tree, most of them are

agminate and not far enough to avoid overlapped coverage of sensing domain, so these nodes should

be given priority to adjust in the process of distribution optimization. To perform a satisfying node

distribution optimization at a lower cost, we suppose a new algorithm based on genetic algorithm

utilizing extending-tree generated above.

3 Sensor distribution optimization based on genetic algorithm

Acquiring a good distribution in specific target area belongs to optimization problem. Genetic

algorithm gained much attention for its metrics to solve this kind of problem[10,11].

To simplify discuss of this problem, we import Sensing-Parameter as a description of sensing

ability of node in different position. Providing the object area is digitalized as pixels and each pixel

size is ∆x× ∆y. Each pixel can be viewed as a sensor location, where a sensing-parameter is assigned

according to the propagation model and actual surroundings. By doing so, the optimization problem of

node distribution is converted to pursuing largest sensing range in target area by adjustment of sensor

nodes′ positions.

3.1 Genetic representation of ristribution optimization problem in genetic algorithm

Genetic algorithm simulates biology evolution process[11]. As to sensor node distribution optimiza-

tion problem, we adopted a new gene representation based on node coordinate. Each gene represents

a node′s coordinate, which stands for its position in target area. Coordinates of node can be easily

converted to longitude and latitude of node site by means of GPS. The process of code mapping is

illustrated in Fig. 2.

Fig. 2 Gene representation of node distribution optimization

By using representation described above, we set up the initial population of genetic algorithm to
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solve node distribution optimization. Given target area:

{A(x, y) : 0 6 x 6 Length 0 6 Width} (5)

The population is composed of T individuals. Each individual represents a distribution of sensor

nodes. Let Te be the extending-tree, in which backbone node set is L = {Li(xi, yi)|Li 6∈ Te, Li ∈ A},

the number of trunk nodes is K, then the initial population is generated as follows:
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Pop1 = {g11, g12, g13, · · · g1j , · · · g1N}

Pop2 = {g21, g22, g23, · · · g2j , · · · g2N}

Pop3 = {g31, g32, g33, · · · g3j , · · · g3N}

...

Popi = {gi1, gi2, gi3, · · · gij , · · · giN}

...

PopT = {gT1, gT2, gT3, · · · gTj , · · · gTN}

(6)

where gij = (xij , yij)(1 6 i 6 T, 1 6 j 6 N) is coordinate of node represented by gene j of individual i

in population. When j <= (N−K), gij represents backbone node of extending-tree; While j > (N−K),

gij represents leave node of extending-tree, and changed as follows:
{

xij = xLN−j
+ ε, ε ∼ N(0, r)

yij = yLN−j
+ ε, ε ∼ N(0, r)

(7)

where ε obey Gauss Distribution with zero average; r is sensing radius of node in target area.

3.2 Crossover, mutation and selection in genetic algorithm

K individuals (Pop1, P op2, P op3, · · ·PopK) selected randomly from parent population to conduct

crossover operation. The first operation is done with (Pop1, P op2) as parents, and second time, take

(Pop2, P op3) as parents and so on. By doing this, (K − 1) offspring individuals are generated. Each

parents′ gene are inherited by two offspring individuals. In our algorithm, we conducted crossover

operation only to those leave nodes in extending-tree. To leave nodes, the operation can be described

as follows.

Select k individuals randomly from parent population with probability Pc. Let (Popi, P opi+1) be

the locus of gik and g(i+1)k, then the coordinates represented by locus of offspring Chdik can be decided

as follows:
{

xChdik
= (xPopik

+ xPop(i+1)k
)/2 + ψx, ψx ∼ N(0, xPop(i+1)k

− xPopik
)

yChdik
= (yPopik

+ yPop(i+1)k
)/2 + ψy, ψy ∼ N(0, yPop(i+1)k

− yPopik
)

(8)

where (xPopik
, yPopik

), (xPop(i+1)k
, yPop(i+1)k

) are node coordinates of parents. ψx and ψy obey Gauss

distribution with average value of zero.

Mutation will add new gene to population. In order to reduce change to population brought

by mutation, we apply mutation operation only to individual generated by crossover. Gene is selected

randomly from offspring individuals with probability of Pm. If original gene represents leave node whose

coordinate is (v1, v2), then new gene will be (v1 + ψ1, v2 + ψ2), where ψ1, ψ2 obey Gauss distribution

of N(0, r2). As we should keep trunk nodes of extending-tree unchanged, so mutation doesn′t apply to

these nodes too.

Selection is done in an extended space composed of all parent and offspring individuals. We

conduct fitness changing before the process of selection so that the fitness between individuals will

keep a reasonable difference, which will avoid algorithm converge too fast. At the same time, to

avoid getting local optimal solution, we changed sampling space from which composed of parent and

offspring individuals to offspring individuals only every few generation. This change is similar to artificial

mutation in biology technology. By doing this, research space is redefined, which provides chances for

algorithm to jump off local optimal solutions. Adjustment of step length can be done as follows.

Length(n) =

{

([n/phase] + 1) ∗ step1, n 6 nphase

step2, n > nphase

(9)
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4 Simulation and performance analysis

To demonstrate the validity of our algorithm, we conduct simulations of two kinds. In the first

simulation, we conduct a node distribution optimization of 25 sensor nodes in a 2.3×1.4Km field.

Target area is digitalized as m×n pixels and the pixel size is 10m× 10m, to make our simulation more

convenient, we assign same sensing ability parameter to each pixel, which means the sensor node will

have the same sensing ability of 200 meters wherever it will be in the target area.

As we want to demonstrate the validity of optimization based on genetic algorithm, we don′t

conduct extending-tree generation before the algorithm runs. Instead, we specify an extending-tree

composed of nodes evenly distributed on the diagonal of the target area. By doing this, we can test if

the algorithm can perform an effective distribution optimization. Algorithm runs 600 generations, in

which Pc is 0.6, Pm is 0.315 and the population number is 45. Simulation output is given in Fig. 3.

Fig. 3 Distribution optimization based on a specified extending-tree

In the second simulation, we conduct an integrate optimization on 30 sensor nodes in 2.3Km×1.4Km

target area. The initial distribution of 30 sensors in target area is illustrated in Fig. 4 (a), where

extending-tree of sink node is drawn using white lines. Other parameters of algorithm keep unchanged,

output are shown in Fig. 4.

Fig. 4 Distribution optimization based on extending-tree of sink node

During the last two simulations, sensing coverage over target area in different phases of algorithm

is recorded, as shown in Fig. 5 (a).

We also conduct another simulation without using the extending-tree generated in last simulation.

Instead, we choose some nodes randomly as stable nodes during optimization process. To compare with

last simulation, the number of nodes (include sink node) selected is the same with the number of trunk

nodes in last simulation, and the initial distribution is the same as last simulation too. We conduct 10

tests, each of which uses a group of nodes randomly selected as stable node set. We record the average

increment of coverage during our simulation. The output is shown in Fig. 5 (b)

(a) (b)

Fig. 5 Simulation results and performance comparison
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From the simulation given above, we can see that adjustment of node position based on genetic

algorithm can acquire a perfect coverage over target area. Our optimization algorithm is able to

generate extending-tree of sink node according to node distribution in target area, and improve the

sensorial ability of whole network with lower cost by utilizing mobility of leave nodes on extending-

tree. Performance comparison shows that optimization based on extending-tree can achieve a far better

improvement than any other adjustments of node position can do, which provides a sound and accurate

reference to topology management of sensor network.

5 Conclusion

In wireless sensor network, uneven distributions of node will causes sensing shadow and blind

area. With the information acquired from topology discovery and node localization, sensing shadow

and blind area can be eliminated at large by utilizing mobility of sensor node, which will do much help

to improve the sensorial ability of whole network. To achieve this improvement, extending-tree of sink

node is defined on the basis of Voronoi Diagram and Delaunay triangulation, and a node distribution

optimization based on genetic algorithm is supposed. Simulation output shows that node distribution

optimization based on extending-tree can achieve a satisfying coverage improvement at a relatively

lower cost. Our algorithm can improve the sensorial ability of whole network, and it will provide a

sound and accurate reference to topology adjustment in later management of network. Later research

will focus mainly on the generation of extending-tree and low-cost distribution optimization.
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