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Abstract Robot navigation based on character recognition is an effective vision method for com-

pensating the disadvantage of ultrasonic and infrared sensors. A typical example of character recog-

nition for mobile robot navigation is the doorplate recognition system. The captured doorplate

images contain unexpected noise from irregular illumination conditions, various imaging angles, dif-

ferent imaging distances, etc. The unexpected noise may still exist after segmentation step. In this

paper, a robust segmentation method based on speculating the candidates of the characters and

feeding back the classification result to the segmentation process is presented. If the candidates

of doorplate characters cannot be determined at the segmentation step, a speculation according to

known knowledge is executed. The threshold for character extraction from candidates is adjusted

when the corresponding character is rejected after classification. The experimental results indicate

that the recognition results are effectively improved with the proposed segmentation method.
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1 Introduction

Generally, a character recognition system consists of the following steps: preprocessing, segmenta-

tion, feature extraction, classification, and post processing[1∼3]. The input to the character recognition

system is usually raw data that cannot be directly recognized. The preprocessing should remove as

much as possible noise that may affect latter processes. However, it is difficult for a doorplate recog-

nition system to eliminate noise after preprocessing, and noise may still exist even after segmentation

step[1,4,5]. This makes the purpose of the segmentation of a doorplate recognition system different from

that of a general character recognition system.

The captured doorplate images often contain unexpected noise from irregular illumination condi-

tions, various imaging angles, different imaging distances, etc. It is usual that only a part of doorplate

characters can be extracted, with a global threshold. In car license recognition systems[2,6,7], the exi-

sting models of doorplate recognition systems almost belong to the sequence structure, in which the

segmentation step will directly influence the final recognition result. To overcome these disadvan-

tages, a robust segmentation method based on speculating the character candidates and feeding back

the recognition result to the segmentation process is proposed in this paper. Thus, the model of the

corresponding doorplate recognition system becomes a feedback structure.

In Section 2, the new model of doorplate recognition system is described. Section 3 is the pre-

processing of the doorplate recognition system. The segmentation, feature extraction and classification

steps are discussed from Section 4 to Section 6. In Section 7, experiments are conducted to verify the

proposed segmentation method. The conclusion is finally derived.

2 New model of doorplate recognition system

In a character recognition system, the final recognition result is greatly affected by the segmen-

tation step. To restrain noise, we construct a new model of doorplate recognition system based on

speculating the digit candidates and feeding back the recognition result to the segmentation process

(i.e., a robust segmentation method), as shown in Fig. 1. The new model also includes preprocessing,
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segmentation, feature extraction, classification, and post processing. However, the actual segmentation

step and the system structure are quite different from those of the existing models.

Fig. 1 A new model of a doorplate recognition system based on robust segmentation method

The new model assumes that the output of preprocessing is a parallelogram region only compri-

sing concerned characters and background. After the segmentation process the characters should be

normalized to a size-predefined binary character image.

3 Preprocessing

Here, the doorplate is supposed to consist of two regions. The upper region indicates the doorplate

number of three digits. The lower region shows the corresponding room name. In the doorplate

recognition system we only recognize the doorplate number.

The preprocessing can be categorized into three steps: edge detection, doorplate position deter-

mination, and character region extraction. The detail of the former two steps can be found in [8].

The third step is shown in Fig. 2. The region in the outside rectangle is the result of the doorplate

position determination. The middle rectangle is the deduced rational region including doorplate num-

bers according to the known knowledge. The character region only containing concerned digits and

background is closed by the inside parallelogram.

Fig. 2 Extraction of character region

4 Segmentation

4.1 Determination of digit candidates

The first task of segmentation is to select a proper threshold to determine the digit candidates

according to the histogram of the character region achieved by the preprocessing. In the character

region, the ratio of the pixel number of digits to that of background is uncertain. If the average gray

value is selected as a threshold, the result of segmentation will be instable. Here we present an approach

to choose the threshold. This approach assumes that the digits with high gray level at least occupy 10%

pixels in the whole character region, while the background with low gray level at least have more than

30% pixels in the same region. We label the average gray value of the low 30% pixels in the region as

LOWAVERAGE, and label the average gray value of the high 10% pixels as HIGHAVERAGE. Thus,

the threshold is selected as follows.

Threshold = LOWAV ERAGE + k∗(HIGHAV EREAGE − LOWAV ERAGE) 0 < k < 1 (1)
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By default, we select the mean value of LOWAVERAGE and HIGHAVERAGE as the threshold to

extract the digits.

After processing with the selected threshold, there are four possible results: 1) No digit candidate

is determined; 2) Only one digit candidate is determined; 3) Two digit candidates are determined;

4) three digit candidates are all determined. In the first case, another threshold would be chosen for

further processing. In the fourth case, all the digit candidates are found and the recognition-based

segmentation in candidates is executed in succession. However, in the other two cases, we should

speculate the other digit candidates according to some known knowledge. Examples illustrating the

speculation of the candidates are shown in Fig. 3. The above line in Fig. 3 correspond to the second case

that only one digit candidate is determined and the other two digit candidates should be speculated.

The second line is the third case that two digit candidates are determined and the other one candidate

should be speculated.

Fig. 3 Examples of digit candidate speculation: the binary images denote the candidates found; the squares

denote the speculated candidates according to known knowledge

The known knowledge for speculation refers to the actual doorplate shapes and the font of the

characters. In our experiments, the known knowledge mainly includes the following rules.

1) The ratio of width to height of each candidate must be between 0.6 and 1.4;

2) The size of each of the three digit candidates should be proportional to the size of the whole

doorplate;

3) Geometrical relations between each candidate must be the same as those of the actual doorplate

characters;

4) The position of the digit character region is relatively fixed in the doorplate.

If all the speculated candidates are rational, the next step would be processed, otherwise another

threshold is selected to determine the candidates according to (1). To judge the rationality of the

speculated candidates, we also depend on the above four known rules to verify them. If a speculated

digit candidate satisfies all the known rules, it is considered rational, otherwise it is not rational.

Every speculated candidate should be marked. Meanwhile, a confidence value would be assigned

to the final recognition result of the doorplate according to the number of the speculated candidates.

If the number of the speculated candidates is large, a low confidence value is given.

The size and shape of characters in images vary with the imaging distance and angle. Usually

the affine rectification should be employed before character segmentation[9]. In this paper we have not

adopted the affine rectification because of the following two reasons: 1) With illumination disturbance

the affine parameters are difficult to estimate precisely. A bad estimation of parameters will introduce

some new error for segmentation; 2) The size and shape of the characters in images only change a little

when the doorplate slants at a limited extent. However, for compensating the absence of the affine

transform, we will extract different character samples slanted at some extent for training the classifier

in the recognition step.

4.2 Recognition-based segmentation in candidates

If three digit candidates are rational according to the known knowledge, then the extraction of

three digits from the corresponding candidates is executed. Here we also assume that each candidate

only contains a digit with high gray level and background with low gray level, and that the selection

of the threshold follows equation (1). By default, we choose k = 0.6. Fig. 4 shows the results of

extracted digits from the same doorplate image when k = 0.5, 0.6, 0.65, and 0.8, respectively. The
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extracted characters in Figs. 4 (b) and (c) are relatively easy to be recognized, but the other cases may

be difficult.

Fig. 4 Extracted digits from the same doorplate image when k = 0.55, 0.6, 0.65, and 0.8, respectively

However, a default threshold in candidates is not always the best one. A suitable threshold

would result in a good classification result. Thus, to find a good threshold becomes how to measure

the extraction results of digits in the candidates. We choose the classification result of the extracted

digits as a measurement of the digit extraction. If the extracted digit is rejected, another threshold

would be selected for further recognition. If the extracted digit is classified to some digit model, the

threshold would be viewed as a good one. With the feedback of classification information to the digit

segmentation (i.e., a recognition-based segmentation), a better recognition result of doorplate would

be achieved. The captured doorplate images are various in size. So for further classifying the extracted

digits should be normalized to a standard size. In this paper, we use the standard size with 32∗32

pixels.

5 Feature extraction and classification

Under noise conditions, there is almost no feature that is completely insensitive to the changing

illumination[10]. To restrict noise, optimizing the performance of every step in doorplate recognition

system is needed. A strategy of the recognition-based segmentation can help us get a robust recognition

result.

Here we choose the structure features for combining classification. We scan the samples from four

sides in vertical and horizontal directions. On each side, a group of features is obtained. There are

many different approaches of classifier combination developed[11∼12]. In our experiment, four neural

network classifiers combined by a fuzzy model are used. Each classifier corresponds to a group of

features.

Let D = {D1, D2, D3, D4} be a set of classifiers, and let Ω = {ω1, ω2, · · · , ω10} be a set of class

labels. The input to each classifier is a feature vector X = [x1, x2, · · · , xn]T. Each classifier assigns an

input x to a 10-dimentional vector with supports to the classes, i.e.,

Di(X) = [di,1(X), di,2(X), · · · , di,10(X)]T (2)

We restrict di,j(X), i = 1, 2, 3, 4, j = 1, 2, · · · , 10, within the interval [0,1] in network training. Thus

di,j(X) is the degree of support given by classifier Di to the hypothesis that X comes from class ωj .

The aim of combining the classifiers is to find a class label for X based on the four classifier outputs

D1, D2, D3, D4. Finally, we can find a vector of supporting the classes, denoted as

µ(X) = [µ1(X), µ2(X), · · · , µ10(X)]T (3)

where µt(X), t = 1, 2, · · · , 10 is worked out according to the average rule from di,j(x), i.e.,

µt(x) = (d1,t(x) + d2,t(x) + d3,t(x) + d4,t(x))/4, t = 1, 2, · · · , 10 (4)

Based on µ(X), we can use the maximum membership rule to assign X to class ωs or reject:

combiningclassifier(X) =

{

ωs, if µs(X) = max µt(X) > α,∀t = 1, 2, · · · , 10

rejection, else
(5)

where combiningclassifier(X) is the final result of classification. α is a threshold to µt(X). If

µs(X) < α, the input sample x will be rejected.

The output of the four classifiers can be seen as four 10-dimentional fuzzy vectors supporting

the classes, so the processing completed by the four classifiers is an obfuscation step. The combining
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algorithm based on average rule from di,j(X) acts as a fuzzy reasoning process. Finally, defuzzification

is achieved by the maximum membership rule.

The selection of threshold α for rejection is conducted by experiments in this paper. If one

digit character is rejected, then another threshold for extracting the digit would be chosen from the

corresponding candidate.

6 Experiments

In order to test the performance of the segmentation method for the doorplate recognition system,

369 pieces of doorplate images captured from real situations at daytime or night with greatly changing

illuminations are employed in experiments. When snapping these images the angle between the camera

optical axis and the normal direction of doorplate is approximately limited within 20 degrees. The

training of the four neural network classifiers is based on a data set with 400 samples extracted under

noise conditions.

We experiment the recognition system on a computer with 2.0GHz CPU and 256M RAM. The

doorplate images are 768∗576 pixels in gray level. The calculation time of the whole recognition system

is between 50ms and 70ms.

Table 1 to Table 3 show the test results of the doorplate recognition system. The doorplate can be

extracted successfully after preprocessing in all 369 images. Table 1 shows that in the 369 tested images

the sum of images speculated is 22. In these 22 images there are 12 images that have been recognized

correctly. The recognition results have been improved by 3.25%. Table 2 shows the improved results

in extracting digits from candidates. The improvement of recognition ratio with 7.86% indicates that

the recognition-based segmentation is clearly effective in the doorplate recognition system. Table 3 is

the recognition ratio of the doorplate images.

Table 1 Improved results after speculation

Total images Total images that the The ratio of improved

speculated recognition results are correct images to all test images

22 12 3.25%

Table 2 Improved results after recognition-based segmentation

Total images that the Total images correctly The ratio of improved

classification result is fed back recognized images to all test images

48 29 7.86%

Table 3 Recognition ratio of doorplate images

Total images Total images Total images The correct

correctly recognized rejected recognized falsely recognition ratio

302 21 46 81.84%

7 Conclusion

In this paper, a new model based on robust segmentation method is described first. Then, the

algorithm for preprocessing, segmentation, feature extraction, and classification is presented in succes-

sion. The experiment results show that the improved recognition ratio after introducing speculation of

the digit candidates is 3.25% and a 7.86% improved recognition ratio is achieved by the recognition-

based segmentation. The above results indicate that the segmentation method for doorplate recognition

system in this paper is robust in improving digit character recognition with unexpected noise.
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