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A Note on the Difference between the Camera Resection

and the PnP Problem
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Abstract The camera resection and the PnP problem are both of great importance in computer
vision field. However, these two fundamentally different problems are often mistaken one another in
the literature. In this short note, the essential differences of these two problems are clarified, and
such a clarification seems helpful for those who are working on the problems.
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1 Introduction

The PnP problem (Perspective-N-Points problem) is called “space resection” in photogrammetry

community. That is why people often mistake it as camera resection in computer vision field. Moreover,

people sometimes use results drawn from one problem to judge peers′ works on the other, unreasonably

criticize others′ valuable works, and rubbish them unfairly. Hence a clarification on the differences of

these two problems seems necessary and helpful.

Of course, mistaking and confusions are not accidental in literature. The worth of preferential

treatment of these two problems lies primarily in their high importance in object pose determination

and camera calibration in computer vision field.

2 The PnP problem

The PnP problem was first formally introduced by Fishler and Bolles in 1981[1] , and later exten-

sively studied by others, to cite a few[1∼11] . There are two different definitions for the PnP problem in

the literature[9]. One is the distance based definition, the other is the transformation based definition.

2.1 Distance based definition

In [1], the PnP problem was defined as:

Given the relative spatial locations of n control points, and given the angles to every pairs of

control points from the perspective center (the camera′s optical center), find the lengths of the line

segments joining the perspective center to each of the control points.

Since the distances from the perspective center to the control points should be determined in this

definition, it is called “distance based definition”. The distance based definition was exemplified in

Harallick′s work about the P3P problem in [2], which can be summarized as follows.

Given the three 3D control points p1, p2, p3, the three distances a = ‖p2 −p3‖, b = ‖p1 −p3‖, c =

‖p1 − p2‖, the corresponding three 2D image points q1, q2, q3 of points p1, p2, p3, and the camera′s

intrinsic parameters, find the unknown distances s1, s2, s3 of the points p1, p2, p3 from the camera′s

optical center.

2.2 Transformation based definition

In the literature, the PnP problem is also defined as to determine the 3D rigid transformation

from the object-centered frame to the camera centered frame. In [3], the PnP problem was defined as:

Given a set of points with their coordinates in an object-centered frame and their corresponding

projections onto an image plane and given the intrinsic camera parameters, find the transformation

matrix (three rotation parameters and three translation parameters) between the object frame and the

camera frame.

Since the transformation matrices should be determined in this definition, it is called “transfor-

mation based definition”.
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2.3 The two definitions of the PnP problem are generally different

The basic difference is that the configurations of control points which all satisfy the distance

based definition cannot sometimes be related each other by a 3D rotation and a translation. As

shown for the P4P problem in Fig. 1, both configurations (A, B, C, D) and (A, B, C, D′) satisfy the

distance based definition, where O is the optical center, a, b, c, d are the 4 image points, line OD

is perpendicular to plane ABC, E is the intersecting point, and |DE| = |D′E|. In other words,

both (|OA|, |OB|, |OC|, |OD|) and (|OA|, |OB|, |OC|, |OD′|) are positive solutions to the P4P problem

under the distance based definition. However, it is impossible to transform configuration (A, B, C, D)

into configuration (A,B, C, D′) by a rotation and a translation since configuration (A,B, C, D) is the

reflection of configuration (A,B, C, D′) with respect to plane (ABC), i.e., configuration (A, B, C, D)

and configuration (A, B, C, D′) cannot both be solutions to the P4P problem under the transformation

based definition.

Fig. 1 Both configuration (A, B, C, D) and configuration (A, B, C, D′) are positive solutions to the

P4P problem under the distance based definition, however, they cannot both be solutions to

the P4P problem under the transformation based definition

Generally speaking, if all the control points are coplanar, or the problem has a unique solution,

the two definitions are equivalent. Otherwise, they are generally not equivalent. In [13], it was shown

that for the P3P problem, the two definitions were equivalent, but for the PnP problem with N > 3, the

distance-based definition was equivalent to the so-called orthogonal transformation based definition. In

other words, if the rotation matrix in the transformation based definition is relaxed to an orthogonal

matrix, the two definitions will be equivalent.

3 Camera resection

Camera resection is defined to determine the consistent projection matrices for a given set of

correspondences from 3D space control points to 2D image points [12, p. 516], where the coordinates

of the image points and those of the control points are both known. For example, for a given set of

point correspondences {ui ⇔ X i i = 1, 2, 3, · · · , N}, the problem of camera resection is to determine

all consistent projection matrices P3×4 such that all the following equations hold:

λiui = P3×4X i, i = 1, 2, 3, · · ·N

where λis are unknown scale factors; uis are 2D image points in homogenous coordinates, X is are 3D

control points in homogenous coordinates also.

4 Differences between camera resection and the PnP problem

The main difference is that in the PnP problem, the camera is a SAME calibrated one, but in

the camera resection, the camera is unspecified and allowed to change. Such a difference implies that

in the PnP problem, any pairs of control points must subtend a fixed angle with different perspective

centers, but in the camera resection, it only requires that the pencils of projection rays with different

perspective centers be related by a homography, or projectively equivalent, which is much less stringent.

Twisted cubic. Here we would like to have some words about the twisted cubic. As shown in

[12, p. 57], a twisted cubic is defined to be a curve in 3D projective space given in parameter form as:
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where A is a non-singular 4 × 4 matrix, θ is the parameter.

A twisted cubic can be uniquely determined by at least 7 control points, of which no four of them

are coplanar. It is proved that when the control points lie on a twisted cubic, no matter how many

control points we have, the camera resection is always indeterminate. However, it is completely wrong

to think the PnP problem must also be degenerate when the control points are on a twisted cubic. In

fact, the opposite is true and a unique solution can be generally obtained.

In addition, when the number of point correspondences is less than 6, the camera resection is

always indeterminate even if the control points lie in general position, however the corresponding PnP

problem will in general have a limited number of solutions, and in most cases, a unique solution.

Finally, let us take an example to geometrically illustrate the differences, where all the control

points and the perspective center are coplanar for simplicity. In this coplanar case, the indeterminacy

occurs in the camera resection when all the control points and the perspective center lie on a conic, as

shown in Fig. 2, but only when the control points and the perspective center lie on a circle, the PnP

problem becomes indeterminate, as shown in Fig. 3.

Fig. 2 The control points X1, X2, X3, · · · , Xn project in equivalent ways to the two camera centers

O and O
′. In other words, the perspective center O can be anywhere on the conic, the cor-

responding projection matrix is always a solution of the camera resection, and there are an

infinite number of such solutions

Fig. 3 Only when the control points and the perspective center lie on a circle, the PnP problem becomes

indeterminate. In other words, the perspective center O can be anywhere on one of arc segments

XiX1+mod(i,n) i = 1, 2, 3 · · · , n depending on the known angles ∠XiOX1+mod(i,n) i = 1, 2, 3,

· · · , n the corresponding distance set (|OX1|, |OX2|, · · · , |OXn|) will always be a solution to the

PnP problem, and there are an infinite number of such solutions (Note: Arc segment

XiX1+mod(i,n) denotes the segment from point Xi to X1+mod(i,n) as depicted in the Figure)
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