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Abstract This paper develops fuzzy H∞ filter for state estimation approach for nonlinear discrete-

time systems with multiple time delays and unknown bounded disturbances. We design a stable fuzzy

H∞ filter based on the Takagi-Sugeno (T-S) fuzzy model, which assures asymptotic stability and a

prescribed H∞ index for the filtering error system. Sufficient condition for the existence of such a

filter is established by solving the linear matrix inequality (LMI) problem. The LMI problem can

be efficiently solved with global convergence using the interior point algorithm. Simulation examples

are provided to illustrate the design procedure of the proposed method.
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1 Introduction

Robust H∞ control and filtering approaches have been an attractive research topic over the past

few years[1∼7]. However, it is difficult to design an efficient filter for signal estimation of nonlinear

systems. As is well known, time delays usually exist in many dynamic systems. Since time delays

usually result in unsatisfactory performance and are frequently a source of instability, their presence

must be taken into account in realistic filter design[8]. In [8], the problem of robust H∞ filtering of

linear discrete-time systems with multiple time delays was addressed. However, the system considered

was linear and the filter designed was irrelevant with time delays, which resulted in the filter was much

conservative. In [9], an H∞ filtering method for nonlinear discrete-time systems was proposed without

considering the presence of state delays in the state-space model. This paper deals with the fuzzy H∞

filtering problem for nonlinear discrete-time systems with time delays in the state variables based on

[9], and the filter designed relies on time delays.

2 The modeling of a class of nonlinear discrete-time systems with time delays using the

T-S fuzzy model

Consider a class of nonlinear discrete-time systems with multiple time delays and unknown bounded

disturbances:

x(k + 1) = F (x(k)) + Fd(x(k − d2), x(k − d2), · · · , x(k − dq)) + Bw(k)

y(k) = H(x(k)) + Hd(x(k − d1), x(k − d2), · · · , x(k − dq)) + Gv(k) (1)

s(k) = Lx(k) +

q
∑

j=1

Ldjx(k − dj)

where x = [x1(k), x2(k), · · · , xn(k)]T ∈ Rn×1 denotes the state vector; y(k) ∈ Rm×1 denotes the

measurements vector; s(k) ∈ Rp×1 denotes the signal to be estimated; w(k) ∈ Rn×1 and v(k) ∈ Rm×1

assumed to be bounded external disturbance and measurement noise, respectively; d1, d2, · · · , dq denote

bounded time delays of the state; B ∈ Rn×n, G ∈ Rm×n, L ∈ Rp×n and Ldj ∈ Rp×n are constant

matrices; F (x(k)), Fd(x(k − d1), x(k − d2), · · · , x(k − dq)) ∈ Rn×1, H(x(k)), Hd(x(k − d1), x(k −

d2), · · · , x(k − dq)) ∈ Rm×1 are vector fields with F (0) = H(0) = 0, Fd(0, 0, · · · 0) = Hd(0, 0, · · · 0) = 0.
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The initial conditions are given by x(k) = 0 for k = −dmax,−dmax + 1, · · · ,−1, and x(0) = x0, where

dmax = max
16j6q

(dj).

For the sake of convenience, define [x(k−d1), x(k−d2), · · · , x(k−dq)]
T .

= x(k, d, q), Fd(x(k−d1),

x(k − d − 2), · · · , x(k − dq))
.
= Fd(x(k, d, q)), Hd(x(k − d1), x(k − d2), · · · , x(k − dq))

.
= Hd(x(k, d, q)).

The ith rule of the T-S fuzzy model for the nonlinear discrete-time systems with multiple time

delays in (1) is proposed as the following form.

Rule i : If x1(k) is Fi1 · · · and xg(k) is Fig, then

x(k + 1) = Aix(k) +

q
∑

j=1

Ad
jix(k − dj) + Bw(k)

y(k) = Cix +

q
∑

j=1

Cd
jix(k − dj) + Gv(k) (2)

s(k) = Lx(k) +

q
∑

j=1

Ldjx(k − dj)

where i = 1, 2, · · · , L; Fij is the fuzzy set; Ai, A
d
ji ∈ Rn×n, Ci, C

d
ji ∈ Rm×n, and k = 0, · · · , kf − 1.

The fuzzy system in (2) has singleton fuzzifier, product inference, and centroid defuzzifier. Its

state dynamics and the output equation are of the following form, respectively:

x(k + 1) =
L

∑

i=1

hi(x(k))[Aix(k) +

q
∑

j=1

Ad
jix(k − dj)] + Bw(k) (3)

y(k) =
L

∑

i=1

hi(x(k))[Cix(k) +

q
∑

j=1

Cd
jix(k − dj)] + Gv(k) (4)

where µi(x(k)) =

g
∏

j=1

Fij(xj(k)), hi(x(k) = µi(x(k))/

L
∑

i=1

µi(x(k)), Fij(xj(k)) is the membership func-

tion of xj(k) in Fij and µi(x(k)) > 0,
L

∑

i=1

hi(x(k)) = 1.

Therefore, the nonlinear system in (1) can be described as

x(k + 1) =

L
∑

i=1

hi(x(k))[Aix(k) +

q
∑

j=1

Ad
jix(k − dj)] + Bw(k) + ∆F (x(k)) + ∆Fd(x(k, d, q))

y(k+1)=
L

∑

i=1

hi(x(k))[Cix(k)+

q
∑

j=1

Cd
jix(k − dj)]+Gv(k)+∆H(x(k))+∆Hd(x(x(k, d, q)) (5)

where

∆F (x(k)) = F (x(k)) −
L

∑

i=1

hi(x(k))Aix(k), ∆H(x(k)) = H(x(k)

∆Fd(x(k, d, q)) = Fd(x(k, d, q)) −
L

∑

i=1

hi(x(k))

q
∑

j=1

Ad
jix(k − dj), ∆Hd(x(k, d, q) =

Hd(x(k, d, q)) −

L
∑

i=1

hi(x(k))

q
∑

j=1

Cd
jix(k − dj)

Here, ∆F (x(k)), ∆Fd(x(k, d)),∆H(x(k)), ∆Hd(x(k, d)) denote the approximation errors between the

system in (1) and the T-S fuzzy model in (3) and (4). We assume there exist Ω ,Ωd, Ψ and Ψd such

that the following inequalities hold for all x(k)

∆F (x(k))T∆F (x(k)) 6 x(k)TΩx(k), ∆H(x(k))T∆H(x(k)) 6 x(k)TΨx(k)
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∆Fd(x(k, d, q))T∆Fd(x(k, d, q)) 6

q
∑

j=1

x
T(k − dj)Ωdjx(k − dj)

∆Hd(x(k, d, q))T∆Hd(x(k, d, q)) 6

q
∑

j=1

x
T(k − dj)Ψdjx(k − dj) (6)

where Ω ,Ωd = diag{Ωd1,Ωd2, · · · ,Ωdq}, Ψ and Ψd = diag{Ψd1,Ψd2, · · · ,Ψdq} are positive symmetric

matrices.

3 Fuzzy H∞ filtering design

The lth rule of fuzzy H∞ filtering based on the T-S fuzzy model is given in the following form:

Rule l : If x̂1(k) is Fi1 · · · and x̂g(k) is Flg, then

x̂(k + 1) = Alx(k) +

q
∑

j=1

Ad
jlx̂(k − dj) + Kl[y(k) − ŷ(k)], ŝ(k) = Lx̂(k) +

q
∑

j=1

Ldjx̂(k − dj) (7)

where Kl is the fuzzy estimator gain for the lth estimation rule (l = 1, 2, · · · , L); x̂(k) = 0 for k =

−dmax,−dmax + 1, · · · ,−1 and x̂(0) = x̂0 are the initial estimates; and y =
L

∑

s=1

hs(x(k))(Csx̂(k) +

q
∑

j=1

Cd
jsx̂(k − dj)).

The overall fuzzy estimator in (7) is written as

x̂ =hils[Alx(k) +

q
∑

j=1

Ad
jlx̂(k − dj) + KlCix(k) + Kl

q
∑

j=1

Cd
jix(k − dj) + KlGv(k)+

Kl∆h(x(k)) + Kl∆Hd(x(k, d, q)) − KlCsx̂(k) − Kl

q
∑

j=1

Cd
jsx(k − dj)] (8)

where hils
.
=

L
∑

i=1

hi(x(k))
L

∑

l=1

hlx̂(k)
L

∑

s=1

hs(x(k)).

From (5) and (8), the augmented filtering error system can be written in the following form.

η(k + 1) = Ãη(k) +

q
∑

j=1

Ãdjη(k − dj) + Ẽ∆Γ(k) + Ẽd∆Γd(k, d, q) + G̃$(k)

e(k) = s(k) − ŝ = L̃η(k) +

q
∑

j=1

L̃djη(k − dj) (9)

where

η(k) =

[

x

x̂(k)

]

, Ãils =

[

Ai 0

KlCi Al − KlCs

]

, Ãd
jils =

[

Ad
ji 0

KlC
d
ji Ad

jl − KlC
d
js

]

, Ẽl =

[

I 0

0 Kl

]

Ẽd
l =

[

I 0

0 Kl

]

, ∆Γ (k) =

[

∆F (x(k))

∆H(x(k))

]

, ∆Γd(k, d, q) =

[

∆Fd(x(k, d, q))

∆Hd(x(k, d, q))

]

, G̃l =

[

B 0

0 KlG

]

$(k) =

[

w(k)

v(k)

]

, Ã = hilsÃils, Ãdj = hilsÃ
d
jils, Ẽ = hilsẼl, Ẽd = hilsẼ

d
l , G̃ = hilsG̃l

L̃ = hils[L − L], L̃dj = hils[Ldj − Ldj ]

Next, we define H∞ index of the H∞ filter. Given a scalar γ > 0 and initial estimation error, the

H∞ index of the robust H∞ filter is as follows [9].

kf
∑

k=1

e
T(k)Qe(k) 6 γ2

[

e
T(0)P0e(0) +

kf−1
∑

k=0

(wT(k)Www(k) + v(k)TWvv(k))
]

(10)
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where Q ∈ Rq×q, P0 ∈ Rq×q, Ww ∈ Rn×n, and Wv ∈ Rm×n are positive-definite weighting matrices.

The fuzzy H∞ filter problem is to design an asymptotically stable nonlinear filter of the form of

(7) such that the filtering error system in (9) is globally asymptotically stable and satisfies (10).

Define ξ(k, d) = [ηT(k) ηT(k − d1) · · · ηT(k − dq)]
T. Using (9), (10) becomes

kf
∑

k=1

e
T(k)Qe(k) =

kf
∑

k=1

ξ
T(k, d)Q̃ξ(k, d) 6 γ2

[

ξ
T(0)P̃0ξ(0) +

kf−1
∑

k=0

(wT(k)Www(k) + v(k)TWvv(k))
]

(11)

where Q̃ =

[

Q̃11 Q̃12

Q̃21 Q̃22

]

, Q̃11 = L̃TQL̃, Q̃12 = [L̃TQL̃d1 L̃TQL̃d2 · · · L̃TQd̃q], Q̃21 = Q̃T
21, Q̃22 =

[L̃d1 L̃d2 · · · L̃dq]
TQ[L̃d1 d̃2 · · · L̃dq], and P̃0 is an initial weighting matrix.

Theorem 1. For nonlinear system (1) and a prescribed real number γ > 0, if there exist a positive

scalar τ > 0 and symmetric positive definite matrices P, Pj ∈ R2n×2n, such that the matrix inequalities





Λ11 ∗ ∗

Λ21 −P−1 ∗

Λ31 0 −Q−1



 < 0 (12)

hold for hi(x(k)) · hl(x(k)) · hs(x(k)) 6= 0 and i, l, s = 1, 2, · · · , L, where Ãd = [Ãd1 Ãd2 · · · Ãdq],

S = diag{P1, P2, · · · , Pq}, Θ = diag{Ω + Ψ , 0}, Θd = diag{Θd1,Θd2, · · · , Θdq}, W = diag{Ww, Wv},

Θdj = diag{Ωdj + Ψdj , 0}, Λ11 = diag{−P +
∑q

j=1 Pj + τΘ ,−S + τΘd,−τI,−τI,−γ2W}, Λ21 =

[Ã Ãd Ẽ Ẽd G̃], Λ31 = [L̃ L̃d 0 0 0], then the filtering error system (9) is asymptotically

stable and satisfies the H∞ index (10).

Proof. For positive definite symmetric matrices P ∈ R2n×2n, Pj ∈ R2n×2n, choose the following

Lyapunov function candidate for system (9)

V (η(k)) = η
T(k)Pη(k) +

q
∑

j=1

k−1
∑

l=k−dj

η
T(l)Pjη(l) (13)

Along the trajectories of system (9) with $(k) = 0, the corresponding forward difference is given

by

∆V (k) = V (η(k + 1)) − V (η(k)) =

η
T(k + 1)Pη(k + 1) +

q
∑

j=1

k−1
∑

l=k−dj

η
T(l)Pjη(l) − η

T(k)Pη(k) =

Ξ
T
P

Ξ +

q
∑

j=1

[ηT(k)Pjη(k) − η
T(k − dj )Pjη(k − dj )] − η

T(k)Pη(k) + τ∆Γ
T(k)∆Γ

T(k)+

τ∆Γ
T
d (k, d, q)∆Γd(k, d, q) − τ∆Γ

T(k) − τ∆Γ
T
d (k, d, q)∆Γd(k, d, q) (14)

where Ξ = [Ãη(k) +
∑q

j=1
Ãdjη(k − dj ) + Ẽ∆Γ(k) + Ẽd∆Γd(k , d, q)].

By inequality (6), (14) becomes

∆V (k) 6 Ξ
T
PΞ +

q
∑

j=1

[ηT(k)Pj η(k) − η
T(k − dj )Pjη(k − dj )] − η

T(k)Pη(k) + τη
T(k)Θη(k)+

τ

q
∑

j=1

η
T(k − dj)Θdjη(k − dj) − τ∆Γ

T(k) − τ∆Γ
T
d (k, d, q)∆Γd(k, η, q) = −ξ(k, d)Mξ(k, d) (15)

where τ > 0, ξ(k, d) = [ηT(k) ηT(k, d, q) ∆Γ
T(k) ∆T

d (k, d, q)]T, ηT(k, d, q)
.
= [ηT(k−d1) ηT(k−

d2) · · · ηT(k−dq)]
T, M = −[Ã Ãd Ẽ Ẽd]

TP [Ã Ãd Ẽ Ẽd]−diag{−P +
∑q

j=1 Pj +τΘ ,−S+

τΘd,−τI,−τI} and ÃT
d , ẼT

d , S,Θ ,Θdj are defined as in inequality (12).
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The sufficient condition for ∆V (k) 6 −ζT(k, d)Mζ(k, d) < 0 is as follows.

[Ã Ãd Ẽ Ẽd]
TP [Ã Ãd Ẽ Ẽ] + diag{−P +

q
∑

j=1

Pj + τΘ ,−S + τΘd,−τI,−τI} < 0 (16)

According the Schur complements[9], inequality (16) becomes

[

Λ̄11 ∗

Λ̄21 −P−1

]

< 0 (17)

where Λ̄11 = diag{−P +
∑q

j=1 Pj + τΘ ,−S + τΘd,−τI,−τI}, Λ̄21 = [Ã Ãd Ẽ Ẽd].

The inequality (12) can be easily verified to ensure that inequality (17) holds. Therefore, it can

be concluded that the filtering error system is globally asymptotically stable.

In order to find a sufficient condition for the filtering error system (9) satisfying condition (10),

arbitrary nonzero $(k) ∈ l2[0, +∞) is considered as follows

∆V (k) + e(k)Qe(k) − γ2(wT(k)Www(k) + v
T(k)Wvv(k)) 6 [Ξ + G̃$(k)]TP [Ξ + G̃$(k)]+

q
∑

j=1

[ηT(k)Pjη(k) − η
T(k − dj)Pjη(k − dj)] − η

T(k)Pη(k) − ξ
T(k, d)Q̃ξ(k, d)−

γ2(wT(k)Www(k) + v
T(k)Wv(k)) + τη

T(k)Θη(k) + τ

q
∑

j=1

η
T(k − dj)Θdjη(k − dj)−

τ∆Γ
T(k) − τ∆Γ

T
d (k, d, q)∆Γd(k, d, q) 6 −χ

T(k, d)Nχ(k, d) (18)

where Z = [Ã Ãd Ẽ Ẽd G̃], N = −ZTPZ−diag{−P+
∑q

j=1 Pj+τΘ ,−S+τΘd,−τI,−τI,−γ2W},

− [L̃ L̃T
d 0 0 0]TQ[L̃ L̃T

d 0 0 0], χ(k, d) = [ζT(k) $T(k)]T, L̃d = [L̃d1 · · · L̃dq ].

Defining N > 0, and according to the Schur complements, we can obtain inequality (12).

According to the inequalities (12) and (14), (18) becomes

kf
∑

k=1

e
T(k)Qe(k) =

kf
∑

k=1

ξ
T(k, d)Q̃ξ(k, d) = −ξ

T(0, d)Q̃(0)ξ(0, d)+

ξ
T(kf , d)Q̃ξ(kf , d) +

kf−1
∑

k=0

e
T(k)Qe(k) +

kf−1
∑

k=0

∆V (k) − η
T(kf )Pη(kf ) + η

T(0)Pη(0)−

kf
∑

k=0

q
∑

j=1

(ηT(k)Pjη(k) − η
T(k − dj)Pjη(k − dj)) +

q
∑

j=1

(ηT(k)Pjη(k) − η
T(k − dj)Pjη(k − dj)) 6

η
T(0)Pη(0) + ξ

T(kf , d)Πξξ(kf , d) +

kf−1
∑

k=0

e
T(k)Qe(k) +

kf−1
∑

k=0

∆V (k)−

kf
∑

k=0

q
∑

j=1

(ηT(k)Pjη(k) − η
T(k − dj)Pjη(k − dj)) (19)

where Π = Q̃ − ΛTPΛ + ΛT ∑q

j=1 PjΛ − ΥT ∑q

j=1 PjΥ, Λ = [I 0 · · · 0], Υ = [0 I · · · I ].

Letting dmin = min16j6q(dj) and according to x(k) = 0, x̂(k) = 0, k = −dmax,−dmax +1, · · · ,−1,

we have

kf
∑

k=0

q
∑

j=1

(ηT(k)Pjη(k) − η
T(k − dj)Pjη(k − dj)) =

kf−dmin
∑

l=0

q
∑

j=1

η
T(l)Pjη(l)+

kf
∑

l=kf−dmin+1

q
∑

j=1

η
T(l)Pjη(l) −

kf−dj
∑

l=0

q
∑

j=1

η
T(l)Pjη(l) >

kf−dmin
∑

l=0

q
∑

j=1

η
T(l)Pjη(l)+
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kf
∑

l=kf−dmin+1

q
∑

j=1

η
T(l)Pjη(l) −

kf−dmin
∑

l=0

q
∑

j=1

η
T(l)Pjη(l) =

kf
∑

l=kf−dmin+1

q
∑

j=1

η
T(l)Pjη(l) > 0

(20)

Let Π < 0, P̃0 = (1/γ2)ΛTPΛ. By (18) and (20), (19) becomes

kf
∑

k=1

e
T(k)Qe(k) 6 η

T(0)Pη(0) + γ2

kf−1
∑

k=0

(wT(k)Www(k) + v
T(k)Wvv(k)) =

γ2
{

ξ
T(0)P̃0ξ(0) +

kf−1
∑

k=0

(wT(k)Www(k) + v
T(k)Wvv(k))

}

(21)

In addition, Π < 0 is equivalent to Q̃+diag{−P +
∑q

j=1 Pj ,−S} < 0, thus yielding

[

Λ̃11 ∗

Λ̃21 −Q−1

]

< 0,

where Λ̃ = diag{−P +
∑q

j=1 Pj ,−S}, Λ̃21 = [L̃ L̃d]. Comparing −P +
∑q

j=1 Pj + τΘ < 0 with

P +
∑q

j=1 Pj < 0, and −S + τΘd < 0 with −S < 0, it is clear that any solution to the former will also

satisfy the latter due to the fact that τΘ > 0 and τΘd > 0. Therefore, according to Schur complements,

LMIs of (12) ensure that Π < 0 holds.

Hence, the fuzzy H∞ filter index is achieved with a prescribed γ2. This completes the proof. �

In order to obtain fuzzy H∞ filter, the most important work is to find feasible solution P = PT,

and Pj from (12). since
∑L

i=1 hi(x(k))
∑L

l=1 hl(x(k))
∑L

s=1 hs(x(k) = 1, letting P = diag{P̃ , P̃} and

pre and postmultiplying (12) by diag{I, I, I, I, I, P, I} yield







Σ11 ∗ ∗

Σ21 −

[

P̃ 0

0 P̃

]

∗

Σ31 0 −Q−1






< 0 (22)

where Σ11 = diag{−diag{P̃ , P̃}+
∑q

j=1 Pj+τΘ ,−S+τΘd,−τI,−τI,−γ2W}, Σ31 = [L −L Ldj −

Ldj 0 0 0], Σ21 =

[

P̃Ai 0 P̃Ad
ji 0 P̃ 0 P̃ 0 P̃B 0

MlCi P̃Al − MlCs MlC
d
ji P̃Ad

jl − MlC
d
js 0 Ml 0 Ml 0 MlG

]

,

Ml = P̃Kl.

In fact, any feasible solution to (22) yields a suitable robust filter. To obtain a better robust

filtering performance against disturbances, the attenuation level γ2 can be reduced to the minimum

possible value such that (10) is satisfied, i.e.,

min
P,Pj ,Kl

δ, subject to (22) with γ2 = δ (23)

The design procedure for fuzzy H∞ filter is summarized as follows.

Step 1. Construct the T-S fuzzy model in (2) for the nonlinear system in (1) using the method

such as in [10∼13];

Step 2. Give Ω ,Ωd,Ψ ,Ψd, Q;

Step 3. Solve the LMI problem in (23) to obtain P, PjKl;

Step 4. Obtain the fuzzy H∞ filter constructed as in (7).

4 Simulation

Consider the following discrete-time nonlinear system with time delays:

x1(k+1)=0.25x1(k)+0.03x2(k)−0.67x3
2(k) − 0.025x1(k − d1) − 0.5x2(k − d2) − 0.1x3

2(k − d2) + w(k)

x2(k + 1) = 0.1x1(k), y(k) = x2(k) + 0.2x1(k − d1) + 0.1w(k), s(k) = −2x2(k) (24)

We assume that w(k) are normally distributed with zero mean and variance 0.1, and the initial

condition is: (x1(0), x2(0), x̂1(0), x2(0)) = (0, 0, 0, 0). We also assume that x1 and x2 ∈ [−1.5.1.5]. Let

d1 = 1, d2 = 1. The design purpose is to construct fuzzy H∞ filter to estimate s(k).
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Using the same procedure as in [14], the nonlinear term can be represented as

− 0.67x3
2(k) = N11 · 0 · x2(k) − (1 − N11) · 1.5075x2(k)

− 0.1x3
2(k − d2) = N11 · 0 · x2(k − d2) − (1 − N11) · 0.225x2(k) (25)

By solving the equation, N11 and N12 are obtained as follows.

N11(x2(k)) = 1 −
x2

2(k)

2.25
, N12(x2(k)) = 1 − N11(x2(k)) = 1 −

x2
2(k)

2.25

N11, N12 can be interpreted as membership functions of fuzzy set. By using these fuzzy sets, the

nonlinear system can be presented by the following T-S fuzzy model:

Rule 1: if x2(k) is N11, then x(k + 1) = A1x(k) + Ad1x(k − d) + Bw(k), y(k) = C1x(k) + Gw(k)

Rule 2: if x2(k) is N12, then x(k + 1) = A2x(k) + Ad2x(k − d) + Bw(k), y(k) = C2x(k) + Gw(k)

where A1 =

[

0.25 0.7

0.1 0

]

, A2 =

[

0.25 −0.8075

0.1 0

]

, Ad1 =

[

−0.025 −0.5

0 0

]

, Ad2 =

[

−0.025 −0.725

0 0

]

x(k) = [x1(k) x2(k)]T, B = [1 0]T, C1 = C2 = [0 1].

We select Ω = 0.00001I , Ωd = 0.00001I , Ψ = 0.00001I and Ψd = 0.00001I . Solve the LMI problem

in (23). We obtain γ = 9.9652 × 10−6, and the fuzzy estimation gains as follows: K1 = [0 0.5022]T ,

K2 = [0 0.4549]T .

Fig. 1 shows the estimation signal ŝ(k) for s(k) by the proposed fuzzy H∞ filter. Fig. 2 shows

estimation ŝ(k) for s(k) when noises w(k) = 0.1 sin(k). From the results of this simulation, it is shown

that the proposed fuzzy H∞ filter can obtain better estimation. The proposed fuzzy H∞ filter can be

obtained without any information about external disturbances and measurement noise, as long as they

are bounded.

Fig. 1 Estimation signal ŝ(k) (dashdot line with squared marks) for s(k) (solid line) when w(k) is normally

distributed with zero mean and variance 0.1

Fig. 2 Estimation signal ŝ(k) (dashdot line with squared marks) for s(k) (solid line) when w(k) = 0.1 sin(k)
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5 Conclusions

In this paper, based on the T-S fuzzy model, fuzzy H∞ filter is designed for a class of nonlinear

discrete-time systems with multiple state time delays. No statistical assumption on the external dis-

turbances and measurement noise is needed. The proposed fuzzy H∞ filter for the nonlinear system

can tolerate the approximation error based on the model error bounds, which can be regarded as the

worst-case approximation error. The problem of fuzzy H∞ filter design is converted into the linear ma-

trix inequalities problem which can be efficiently solved using interior point algorithm. The proposed

design procedure is very simple.
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