
Vol. 31, No. 3 ACTA AUTOMATICA SINICA May, 2005

Robust Guaranteed Cost Observer for Uncertain Descriptor

Time-delay Systems with Markovian Jumping Parameters1)

FU Yan-Ming DUAN Guang-Ren

(Center for Control Theory and Guidance Technology, Harbin Institute of Technology, Harbin 150001)
(E-mail: fuyanming@hit.edu.cn)

Abstract This paper investigates the design of robust guaranteed cost observer for a class of linear
descriptor time-delay systems with jumping parameters. The system under study involves time de-
lays, jumping parameters and uncertainties. The transition of the jumping parameters in systems is
governed by a finite-state Markov process. The objective is to design linear memoryless observers such
that for all uncertainties, the resulting augmented system is regular, impulse free, robust stochasti-
cally stable independent of delays and satisfies the proposed guaranteed cost performance. Based on
stability theory in stochastic differential equations, a sufficient condition on the existence of robust
guaranteed cost observers is derived. Robust guaranteed cost observers are designed in terms of linear
matrix inequalities. A convex optimization problem with LMI constraints is formulated to design the
suboptimal guaranteed cost filters.
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1 Introduction

Descriptor systems capture the dynamic behavior of many natural phenomena, and have appli-
cations in many fields, such as network theory, robotics, and so on (see for example ([1∼3]) and the
references therein). Descriptor systems are also referred to as singular systems, implicit systems, gener-
alized state-space systems or semi-state systems. During the past decades, many results on descriptor
systems have been proposed and various methods obtained (see for example ([1∼3]) and the references
therein).

It is well known that stochastic modeling has come to play an important role in many branches
of science and industry. An area of particular interest has been Markovian jump systems[4,5]. On the
other hand, state estimation plays an important role in systems and control theory, signal processing
and information fusion. Certainly, the most widely used estimation method is the well-known Kalman
filtering[6,7]. A common feature in the Kalman filtering is that an accurate model is available. In some
applications, however, when the system is subject to parameter uncertainties, the accurate system
model is difficult to obtain. To overcome this difficulty, the guaranteed cost filtering approach has
been proposed, which was introduced for guaranteeing the upper bound of guaranteed cost function[8].
Recently, the filtering problem for time-delay systems has been the focus. Robust H∞ filtering for
uncertain Markovian jump systems with mode-dependent time delays was proposed in [9]. In [10],
guaranteed cost and H∞ filtering for time-delay systems was presented in terms of LMIs.

In this paper, we address the design problem of the robust guaranteed cost observer for a class of
uncertain descriptor time-delay systems with Markovian jumping parameters based on LMI method.
The design problem proposed here is to design a memoryless observer such that for all uncertainties, the
resulting augmented system is regular, impulse free, robust stochastically stable independent of delay
and satisfies the proposed guaranteed cost performance.

2 Problem formulation

Consider the following descriptor time-delay systems with Markovian jumping parameters:











E(r(t))ẋ(t) = A(r(t), t)x(t) + A1(r(t), t)x(t − d)

y(t) = C(r(t), t)x(t) + C1(r(r), t)x(t − d)

x(t) = ϕ(t), ∀t ∈ [−d, 0]

(1)
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where x(t) ∈ Rn, and y(t) ∈ Rr are the state vector and the controlled output, respectively. d represents
the state time-delay. For convenience, the input terms in system (1) has been omitted. ϕ(t) ∈ L2[−d, 0]
is a continuous vector-valued initial function. The random parameter r(t) represents a continuous-time
discrete-state Markov process taking values in a finite set N = {1, 2, · · · , s} and having the transition
probability matrix

∏

= [πij ]i,j∈N . The transition probability from mode i to mode j is defined by

P{r(t + ∆ = j)|r(t) = i} =

{

πij∆ + o(∆), i 6= j

1 + πii∆ + o(∆), i 6= j
(2)

where ∆ > 0 satisfies lim
∆→0

o(∆)

∆
= 0, πij > 0 is the transition probability from mode i to mode j and

satisfies
∑

i6=j

πij = −πii. The matrix E(r(t)) ∈ Rn×n may be singular with rankE(r(t)) = nE(r(t)) 6 n.

A(r(t), t), A1(r(t), t), C(r(t), t) and C1(r(t), t) are matrix functions of the random jumping process
{r(t)}. To simplify the notion, the notation Ai(t) represents A(r(t), t) when r(t) = i. For example,
A1(r(t), t) is denoted by A1i(t), and so on. Further, for each r(t) = i ∈ N , it is assumed that the
matrices Ai(t),A1i(t), Ci(t) and C1i(t) can be described by the following form.

Ai(t) = Ai + ∆Ai(t), A1i(t) = A1i + ∆A1i(t), Ci(t) = Ci + ∆Ci(t), C1i(t) = C1i + ∆C1i(t) (3)

where Ai, A1i, Ci are C1i known real coefficient matrices with appropriate dimensions. Time-varying
matrices ∆Ai(t),∆A1i(t),∆Ci(t) and ∆C1i(t) represent norm-bounded uncertainties and satisfy

[

∆Ai(t) ∆A1i(t)
∆Ci(t) ∆C1i(t)

]

=

[

M1i

M2i

]

Fi(t)[N1i N2i] (4)

where M1i, M2i, M1i and N2i are known constant real matrices of appropriate dimensions, which repre-
sent the structure of uncertainties, and Fi(t) is an unknown matrix function with Lebesgue measurable
elements and satisfies Fi(t)F

T
i (t) 6 I .

Further, for convenience, it is assumed that the system has the same dimension at each mode and
the Markov process is irreducible.

Consider the following nominal unforced descriptor system of (1) with a state delay:
{

Eiẋ(t) = Aix(t) + A1ix(t − d)

x(t) = ϕ(t), ∀t ∈ [−d, 0]
(5)

Let x0, r0, and x(t, ϕ, r0) be the initial state, initial mode and the corresponding solution the
system (5) at time t, respectively. We have the following definition.

Definition 1. System (5) is said to be stochastically stable if for all ϕ(t) ∈ L2[−d, 0] and initial
mode r0 ∈ N , there exists a matrix M > 0 such that

E
{

∫ ∞

0

‖x(t, ϕ, r0)‖
2dt|r0, x(t) = ϕ(t), t ∈ [−d, 0]

}

6 x
T
0 Mx0 (6)

The following definition can be regarded as an extension of the definition in [2].
Definition 2. 1) System (5) is said to be regular if det(sEi−Ai), i = 1, 2, · · · , s are not identically

zero.
2) System (5) is said to be impulse free if deg(det(sEi − Ai)) = rankEi, i = 1, 2, · · · , s.
3) System (5) is said to be admissible if it is regular, impulse free and stochastically stable.
In this paper, the linear memoryless observer under consideration is of the form

{

Ei
˙̂x(t) = K1ix̂(t) + K2iy(t)

x̂0 = 0
(7)

where x̂(t) ∈ Rn is the observer state, and the constant matrices K1i and K2i are observer parameters
to be designed.

Denote the error state e(t) = x(t) = x̂(t), and the augmented state vector xf = [xT(t) e
T(t)]T.

Let x(t) = Le(t) represent the output of the error states, where L is a known constant matrix. Now,
by defining

Afi =

[

Ai 0
Ai − K1i − K2iCi K1i

]

, Af1i =

[

A1i 0
A1i − K2iC1i 0

]

, Efi =

[

Ei 0
0 Ei

]
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Mfi = Mf1i =

[

M1i

M1i − K2iM2i

]

Nfi = [N1i 0], ∆Afi = MfiFiNfi, Nf1i = [N2i 0]

∆Af1i = Mf1iFiNf1i, Cf = [0 L] (8)

and combining (1) and (7), we obtain the augmented systems as follows.











Efiẋf (t) = (Afi + ∆Afi)xf (t) + (Af1i + ∆Af1i)xf (t − d)

z(t) = Cfxf (t)

xf0(t) = [ϕT(t),ϕT(t)]T, ∀t ∈ [−d, 0]

(9)

Similar to [5], it is also assumed in this paper that for all ς ∈ [−d, 0], there exists a scalar h > 0
such that ‖xf (t + ς)‖ 6 h‖xf (t)‖.

Associated with system (9) is the cost function

J = E
{

∫ ∞

0

z
T
z(t)dt

}

(10)

Based on Definition 1, we have the following definition.
Definition 3. Consider the augmented system (9), if there exist the observer parameters K1i, K2i

and a positive scalar J∗, for all uncertainties, such that the augmented system (9) is robust stochastically
stable and the value of the cost function (10) satisfies J 6 J∗, then J∗ is said to be a robust guaranteed
cost and observer (7) is said to be a robust guaranteed cost observer for system (1).

With the above description, the problem to be solved in this paper can be stated as follows.
Problem 1. (Robust guaranteed cost observer problem) Given system (1), determine the observer

parameters K1i and K2i such that observer (7) is a robust guaranteed cost observer for system (1).

3 Main results

Theorem 1. Consider the augmented system (9) with the cost function (10). Then there exist
parameters K1i and K2i that solve the addressed robust guaranteed cost observer problem if there exist
matrices Pi, K1i and K2i, i = 1, 2, · · · , s, and symmetric positive definite matrix Q, such that

E
T
fiPi = P

T
i Efi > 0 (11)

[

Πi + CT
f Cf Pi(Af1i + ∆Af1i)

(Af1i + ∆Af1i)
TPi −Q

]

< 0, i = 1, 2, · · · , s (12)

where Πi = (Afi + ∆Afi)
TPi + Pi(Afi + ∆Afi) +

s
∑

j=1

πijE
T
fjPj + Q.

Proof. Based on Definition 2 and Theorem 1 in [2], it follows from (11) and (12) that system (9)
is regular and impulse free. Let the mode at time t be i, and consider the following positive definite
function as a stochastic Lyapunov function of the augmented system (9)

V (xf (t), r(t) = i) = x
T
f (t)ET

fiPixf (t) +

∫ t

t−d

x
T
f (t)Qxfdt (13)

where Q is the symmetric positive definite matrix to be chosen, and Pi is a matrix satisfying (12). The
weak infinitesimal operator L of the stochastic process {r(t), xf (t)}, t > 0, is given by

LV (xf (t), r(t) = i) = lim
∆→0

1

∆
[E{V (x(t + ∆), r(t + ∆))x(t), r(t) = i|} − V (x(t), r(t) = i)] =

x
T
f (t)

{[

(Afi + ∆Afi)
T
Pi + Pi(Afi + ∆Afi) +

s
∑

j=1

πijE
T
fjPj + Q

]

xf (t)+
(14)

2x
T
f (t)Pi(Af1i + ∆Af1i)xf (t − d) − x

T
f (t − d)Qxf (t − d)

It follows from (14) that

LV (xf , t) 6 [xT
f (t) x

T
f (t − d)]

[

Πi Pi(Af1i = ∆Af1i)
(Af1i + ∆Af1i)

TPi −Q

] [

xf (t)
xf (t − d)

]

(15)
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Similar to [5], using Dynkin′s formula, we obtain for each i ∈ N :

lim
T→∞

E
{

∫ T

0

x
T
f xf (t)dt|ϕf , r0 = i

}

6 x
T
f0Mxf0 (16)

From Definition 1, it results in that the augmented system (9) is stochastically stable. Furthermore,
from (12), we obtain

LV (xf (t),r(t) = i) < −x
T(t)CT

f Cfx(t) < 0 (17)

On the other hand, we have

J = E{xT
f (t)CT

f Cfxf (t)dt} < −

∫ ∞

0

LV (xf (t), r(t))dt = −E{ lim
t→∞

V (x(t),r(t))}+ V (x0, r0) (18)

As the augmented system (9) is stochastically stable, it follows from (18) that J < V (xf0, r0). From
Definition 3, it concludes that a robust guaranteed cost for the augmented system (9) can be given by
J∗ = x

T
f0(t)E

T
fr0

P (r0)xf0 +
∫ 0

−d
x

T
f (t)Qxf (t)dt. �

In the following, based on the above sufficient condition, the design of robust guaranteed cost
observers can be turned into the solvability of a system of LMIs.

Theorem 2. Consider system (9) with the cost function (10). If there exist matrices Y1i and
Y2i, i = 1, 2, · · · , s positive scalars εi, i = 1, 2, · · · , s, symmetric positive definite matrix Q, and the full
rank matrices P2i, and matrices Pi = diag(P1i, P2i), i = 1, 2, · · · , s, such that

E
T
fiPi = P

T
i Efi > 0 (19)





φ1i φ2i φ3i

φT
2i −Q 0

φT
3i 0 −εiI



 < 0, i = 1, 2, · · · , s (20)

where

φ1i =

[

P1iAi + AT
i P1i AT

i P2i − Y T
1i − CT

i Y T
2i

P2iAi − Y1i − Y2iCi Y T
1i + Y1i

]

+ Q + C
T
f Cf +

s
∑

j=1

πijE
T
fjPj

and

φ2i =

[

P1iAi 0
P2iAi − Y1i − Y2iCi 0

]

, φ3i =

[

P1iM1i

P2iM1i − Y2iM2i

]

then the addressed robust guaranteed cost observer problem is solvable. In this case, a suitable robust
guaranteed cost observer in the form of (7) has parameters as follows.

K1i = P
−1
2i Y1i, K2i = P

−1
2i Y2i (21)

and J∗ is a robust guaranteed cost for system (9).
Proof. Define

Ai =







AT
fiPi + PiAfi +

s
∑

j=1

πijPj + Q + C
T
f Cf PiA1fi

AT
fiPi −Q






(22)

Then (12) is equivalent to

Ai +

[

PiMfi

0

]

Fi[Nfi Nf1i] + [Nfi Ff1i]
T
F

T
i

[

PiMfi

0

]T

< 0 (23)

By applying Lemma 2.4 in [12], (23) holds for all uncertainties Fi satisfying FT
i Fi < I if and only if

there exist positive scalars εi, i = 1, 2, · · · , s, such that

Ai + ε
−1
i

[

PiMfi

0

] [

PiMfi

0

]T

+ εi[Nfi Nf1i]
T[Nfi Nf1i] < 0 (24)

Let Pi = diag(P1i, P2i), and using (21), we can conclude from Schur complement results that the above
matrix inequalities are equivalent to the coupled LMIs (20). It further follows from Theorem 1 that J∗

is a robust guaranteed cost for system (9). �

Remark 1. The solution of LMIs (19) and (20) parametrizes the set of the proposed robust
guaranteed cost observers. This parametrized representation can be used to design the guaranteed
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cost observer with some additional performance constraints. By applying the methods in [11], the
suboptimal guaranteed cost observer can be determined by solving a certain optimization problem.
This is the following theorem.

Theorem 3. Consider system (9) with the cost function (10), and suppose that the initial
conditions r0 and xf0 are known, if the following optimization problem

min
Q,P1i,P2i,εi,Y1i and Y2i

J
∗ s.t. LMIs (19) and (20) (25)

has a solution Q,P1i, P2i, εi, Y1i, and Y2i, i = 1, 2, · · · , s, then the observer (7) is a suboptimal guaran-
teed cost observer for system (1), where J∗ = x

T
f0E

T
fr0

P (r0)xf0 + tr(
∫ 0

−d
xf0(t)xf0(t)x

T
f0dtQ).

Proof. It follows from Theorem 2 that the observer (7) constructed in terms of the solution
Q, P1i, P2i, εi, Y1i, and Y2i, i = 1, 2, · · · , s, is a robust guaranteed cost observer. By noting that

∫ 0

−d

x
T
f0(t)Qxf0(t)dt =

∫ 0

−d

tr(xT
f0(t)Qxf0(t)dt = tr(

∫ 0

−d

xf0(t)x
T
f0(t)dtQ) (26)

it follows that the suboptimal guaranteed cost observer problem is turned into the minimization problem
(25). �

Remark 2. Theorem 3 gives the suboptimal guaranteed cost observer conditions of a class
of linear time-delay systems with Markovian jumping parameters based on the convex optimization
problem with LMI constraints which can be easily solved by the LMI toolbox in MATLAB.

4 Conclusions

In this paper, the robust guaranteed cost observer problem for a class of uncertain descriptor time-
delay systems with Markovian jumping parameters is studied by using LMI method. The uncertainty is
time-varying and is assumed to be norm-bounded. Memoryless guaranteed cost observers are designed
in terms of a set of linear coupled matrix inequalities. The suboptimal guaranteed cost observer is
designed by solving a certain optimization problem.

References

1 Dai L. Singular control systems. Berlin, Germany: Springer-Verlag. 1989
2 Xu S, Dooren P V, Stefan R. Robust stability and stabilization for singular systems with state delay and

parameter uncertainty. IEEE Transactions on Automatic Control, 2002, 47(7): 1122∼1128
3 Duan G R, Patton R J. Eigenstructure assignment in descriptor systems via proportional plus derivative

state feedback. International Journal of Control, 1997, 68(5): 1147∼1162
4 Mao X R. Exponential stability of stochastic delay internal systems with Markovian switching. IEEE Trans-

actions on Automatic Control, 2002, 47(10): 1604∼1612
5 Cao Y Y, Lam J. Robust H∞ control of uncertain Markovian jump systems with time-delay. IEEE Transac-

tions on Automatic Control, 2000, 45(1): 77∼85
6 Pertersen I R, Savkin A V. Robust Kalman Filtering for Signal and Systems with Large Uncertainties, Swiss:

Birkhauser. 1999
7 Anderson B D O, Moore J B. Optimal filtering. Upper Saddle River, NJ: Prentice-Hall. 1979
8 Petersen I R, Mcfarlane D C. Optimal guaranteed cost control and filtering for uncertain linear systems.

IEEE Transactions on Automatic Control, 1994, 39(5): 1971∼1977
9 Xu S, Chen T, Lam J. Robust H∞ filtering for uncertain Markovian jump systems with mode-dependent

time delays. IEEE Transactions on Automatic Control, 2003, 48(5): 900∼906
10 Kim, Oh D, Park H. Guaranteed cost and H∞ filtering for time-delay systems. In: Proceeding of the American

Control Conference, Arlington, VA: IEEE, 2001. 4014∼4018
11 Yu, Chu J. An LMI approach to guaranteed cost control of linear uncertain time-delay systems. Automatica,

1999, 35(5): 1155∼1159
12 Xie L. Output feedback H∞ control of systems with parameter uncertainty, International Journal of Control,

1996, 63(3): 741∼750

FU Yan-Ming Received his bachelor degree from Northeast Institute of Electric Power in 2001, and master
degree from Harbin Institute of Technology in 2003. He is a Ph. D. candidate at Harbin Institute of Technology.
His research interests include robust control and filtering, and time-delay systems.

DUAN Guang-Ren Received his bachelor degree in applied mathematics and the master and Ph. D.
degrees from Harbin Institute of Technology. He is currently a professor at Harbin Institute of Technology. His
research interests include robust control, eigenstructure assignment, and descriptor systems.


