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Abstract The optimal control problem for a nonlinear elliptic population system is considered.

First, under certain hypotheses, the existence and uniqueness of coexistence state solutions are

shown. Then the existence of the optimal control is given and the optimality system is established.
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1 Introduction

We consider the optimal control problem for the following nonlinear elliptic system with Dirichlet

boundary conditions











−4yi = −ui(x)yi +

N
∑

j=1,j 6=i

aij(x)yj − ciyi

N
∑

j=1

yj , in Ω

yi = 0, on ∂Ω

, i = 1, 2, · · · , N (1)

where Ω ⊂ R
m is an open and connected bounded domain with smooth boundary ∂Ω . ui(x) and

aij(x) ∈ L∞
+ (Ω) for i, j ∈ ZN

4
= {1, 2, · · · , N} and j 6= i, where L∞

+ (Ω) = {g ∈ L∞(Ω)|g(x) >

0 a.e. in Ω}, and c1, c2, · · · , cN are positive constants.

System (1) arises from population dynamics where it models the steady-state of a cooperative

system of N populations. y1(x), · · · , yN(x) represent the concentrations of the populations, and the

Laplacian operator shows the diffusive characterization of each yi within Ω . u1(x), · · · , uN(x) reflect

the results of harvesting a portion of each population due to fishing. c1, · · · , cN measure the strength of

the crowding effect and the competition among y1, · · · , yN . The weight function aij describes certain

relation between yi and yj , such as the rate of yj produced by yi, etc. Moreover, the Dirichlet boundary

condition may be interpreted as the condition that no population stays on ∂Ω . We refer to [1∼4] and

the references therein for more details on the applied background.

For i ∈ ZN and δi > 0, we define Cδi
= {g ∈ L∞

+ (Ω)|0 6 g 6 δi a.e. in Ω }, and the admissible

control set Uad = ΠN
i=1Cδi

. Let U = [u1, u2, · · · , uN ] ∈ Uad be an admissible control. Then it is natural

for us to be interested in finding non-trivial and non-negative solutions to system (1). In fact, for each

U ∈ Uad, system (1) has a unique positive solution Y = [y1, y2, · · · , yN ] (see Theorem 1 and Theorem

2). The cost-benefit functional J : Uad → R is defined as

J(U) =

N
∑

i=1

∫

Ω

(

λiyi(x)ui(x) − (ui(x))2
)

dx (2)

with λi > 0, i = 1, · · · , N . The optimal control problem we will study reads

(P ) max{J(U)
∣

∣

∣
U = [u1, u2, · · · , uN ] ∈ Uad}

1) Supported by National Natural Science Foundation of P. R. China (60334040, 60225003)

Received September 2, 2003; in revised form March 19, 2004

Copyright c© 2005 by Editorial Office of Acta Automatica Sinica. All rights reserved.



176 ACTA AUTOMATICA SINICA Vol. 31

As special cases where N = 2 and N = 1, such a problem was studied in [1∼4] with either

Neumann or Dirichlet boundary conditions.

The article is organized as follows. The existence and uniqueness of the coexistence state solution

to (1) are given in Section 2. In Section 3, we show the existence of the optimal control to optimal

controls of problem (P ) and give the optimality conditions satisfied by the optimal control.

2 Existence and uniqueness of coexistence state solution

For each q(·) ∈ L∞(Ω), let ρ1(q) represent the principal eigenvalue of the eigenvalue problem

{

−4y + qy = ρy, in Ω

y = 0, on ∂Ω
(3)

It is well known that ρ1(q) is simple and verifies the variational characterization

ρ1(q) = inf

{ ∫

Ω

|∇y|2dx +

∫

Ω

q|y|2dx
∣

∣

∣
y ∈ H1

0 (Ω),

∫

Ω

|y|2dx = 1

}

and that it is possible to choose an associated eigenfunction ϕ1(q) ∈ C1,α(Ω̄),∀α ∈ (0, 1), such that

ϕ1(q) > 0 in Ω , and ‖ ϕ1(q) ‖L∞(Ω)= 1. The following properties are direct consequences of the previous

variational characterization: 1) q1 6 q2 =⇒ ρ1(q1) 6 ρ1(q2), and ρ1(q1) < ρ1(q2) if q1 < q2 on some

subset of Ω with positive measure; 2) ∀δ ∈ R, ρ1(q + δ) = ρ1(q) + δ, and ϕ1(δ) = ϕ1(0). Throughout

this paper, we use the following notations: for X = [x1, · · · , xN ], Y = [y1, · · · , yN ], X 6 Y if xi 6 yi

for i ∈ ZN , and

g = ess- inf
x∈Ω

|g(x)|, ḡ = ess- sup
x∈Ω

|g(x)| for g(·) ∈ L∞(Ω),

ai = min
{

aij

∣

∣

∣
j ∈ ZN , j 6= i

}

, āi = max
{

āij

∣

∣

∣
j ∈ ZN , j 6= i

}

, ∀i ∈ ZN ,

α = max
{

ai

∣

∣

∣i ∈ ZN

}

, γ = min
{

ci

∣

∣

∣i ∈ ZN

}

Theorem 1. For system (1), assume that

āi − ai 6
1

N − 1

γ

α

a2
i

ci

, ∀i ∈ ZN (H1)

aiaj > ρ1(δi)ρ1(δj), ∀i, j ∈ ZN (H2)

where δ1, · · · , δN are some fixed constants, Then ∀U = [u1, · · · , uN ] ∈ Uad, there exists at least one

coexistence state solution Y to (1) with each component yi > 0 strictly in Ω .

Proof. Let W = [w1, · · · , wN ]
4
= [a1/c1, a2/c2, · · · , aN/cN ]. By hypothesis (H1), we get

(āi − ai)
aj

cj

−
1

N − 1

a2
i

ci

6 0, ∀j ∈ ZN \ {i}

Then for any yj with 0 6 yj 6 aj/cj , we have

−4wi > −uiwi +
∑

j 6=i

aijyj − ciwi

(

∑

j 6=i

yj + wi

)

(4)

which means that W is a supper solution to system (1). We now show that Z = [z1, · · · , zN ]
4
=

[ν1τϕ1(0), ν2τϕ1(0), · · · , νNτϕ1(0)] is a subsolution to (1) for τ > 0 small enough. In fact, first we

choose positive constants ν1, · · · , νN , satisfying

ai

ρ1(δi)
>

νi

νj

>
ρ1(δj)

aj

, ∀ i, j ∈ ZN , i 6= j (5)
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Then we select a positive τ which is independent of i ∈ ZN such that νiρ1(δi) 6 νjai − τciνi((N −

1)νj + νi)ϕ1(0) for i ∈ ZN . Multiplying both sides of the above inequality by 1
N − 1τϕ1(0), we obtain

1

N − 1
νiτϕ1(0)ρ1(0)+

1

N − 1
νiτϕ1(0)δi 6

1

N − 1
νjτϕ1(0)

(

ai−(N−1)ciνiτϕ1(0)
)

−
1

N − 1
ci(τνiϕ1(0))

2

Now let yj > νjτϕ1(0), then we have

ziρ1(0) 6 −uizi +
∑

j 6=i

aijyj − cizi

(

∑

j 6=i

yj + zi

)

Since −4zi = ρ1(0)zi, we obtain

−4zi 6 −uizi +
∑

j 6=i

aijyj − cizi

(

∑

j 6=i

yj + zi

)

which implies that Z is a subsolution to (1). Thus we conclude that system (1) has at least one positive

solution Y = [y1, · · · , yN ] ∈ (W 2,p(Ω))N for any p ∈ (1,∞) with νiτϕ1(0) 6 yi 6 ai/ci, i ∈ ZN . This

completes the proof. �

By the regularity of elliptic equations, for the coexistence state solution Y to system (1), yi ∈

C1,α(Ω̄),∀α ∈ (0, 1), i ∈ ZN . We denote [0, ai/ci] = {v ∈ C(Ω̄)|0 6 v(x) 6 ai/ci in Ω̄}.

Lemma 1. Let the hypotheses (H1) and (H2) are satisfied. Then for any fixed yj ∈ [0, aj/cj ], j ∈

ZN \ {i}, the elliptic system










−4y = −ui(x)y +
∑

j 6=i

aij(x)yj − ciy

(

∑

j 6=i

yj + y

)

, in Ω

y = 0, on ∂Ω

(6)

has a unique non-negative solution yi ∈ [0, ai/ci].

Proof. From the proof of Theorem 1, we have seen that zi ≡ 0 and wi ≡ ai/ci are a pair of

sub-supper solution to (6). Now let y
i
, ȳi ∈ W 2,p(Ω) for p > 1 be the minimal and maximal coexistence

state solutions to (6). Then y
i
6 ȳi and

−4(ȳi − y
i
) = −ui(ȳi − y

i
) − ci(ȳ

2
i − y2

i
) − ci(ȳi − y

i
)
∑

j 6=i

yj 6 0

By the maximum principal, it follows that y
i
= ȳi, which implies that there exists a unique non-negative

solution yi satisfying 0 6 yi 6 ai/ci. Moreover, if yj = 0 for all j ∈ ZN \ {i}, then yi = 0, and if there

exists some j 6= i such that yj > 0, yj 6= 0 in Ω , then yi > 0. �

Now we define the map Pi : Di 4
=

∏

j 6=i
[0, aj/cj ] → [0, ai/ci] as follows: for Y i ∈ Di with compon-

ents yj ∈ [0, aj/cj ], j ∈ ZN \ {i}, Pi(Y
i) is the non-negative solution to (6). Here and after we use

the symbol Xi to represent the (N − 1)-vector obtained by omitting the i-th component xi from an

N-vector X = [x1, · · · , xN ] for the sake of convenience. By Lemma 1, Pi is well defined, and if there is

a yj > 0 strictly, then Pi(Y
i) > 0. Moreover, Pi has the following two important properties.

Lemma 2. Let the hypotheses (H1) and (H2) are satisfied. Then 1) Pi is strongly sublinear,

i.e., for all t ∈ (0, 1), Pi(tY
i) > tPi(Y

i),∀Y i ∈ Di, Y i 6= 0; 2) Pi is strongly increasing, i.e., for

Y i, V i ∈ Di, Y i 6 V i =⇒ Pi(Y
i) 6 Pi(V

i). Moreover, the above inequality is strict if yj < vj strictly

for some j.

Proof. We denote ỹi = Pi(y1, · · · , yi−1, yi+1, · · · , yN ). It is clear that tỹi = 0 on ∂Ω and

−4(tỹi) < −ui(tỹi) +
∑

j 6=i

aij(tyj) − ci(tỹi)

(

∑

j 6=i

tyj + tỹi

)

which implies that tỹi is a subsolution to system (6) for tY i. So we obtain Pi(tY
i) > tPi(Y

i). If

Y i 6 V i, then

−4ỹi 6 −uiỹi +
∑

j 6=i

aijvj − ciỹi

(

∑

j 6=i

vj + ỹi

)
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which implies that ỹi is a subsolution to system (6) for V i. Consequently we get Pi(Y
i) 6 Pi(V

i). If

yj < vj strictly for some j, then the above inequality is strict by Lemma 1. �

The uniqueness of the coexistence state solution is based on the following lemma which was

developed in [5].

Lemma 3. Let (E, C) be an ordered Banach space whose positive cone C has non-empty interior.

Suppose that D is a star-shaped subset of C containing 0, and let f : D → E be a strongly sublinear

and strongly increasing map. Then f has at most one positive fixed point. Moreover, if f(e) > e, then

f has no positive fixed point in the ordered interval [0, e].

Theorem 2. Under the hypotheses (H1) and (H2), the coexistence state solution to system (1)

is unique.

Proof. Let E = C(Ω̄), C = {u ∈ C(Ω̄)|u > 0}, and D =
∏N

i=1[0, ai/ci]. It is easy to verify that

(EN , CN ) is an ordered Banach space, and that D is a star-shaped subset of CN containing 0. The map

Γ : D → EN is defined as follows:

Γ (Y ) = [P1(Y
1), P2(Y

2), · · · , PN (Y N )], ∀Y ∈ D

By Lemma 1, Γ is well defined. It follows from Lemma 2 that Γ is strongly sublinear and strongly

increasing. Moveover, if Y is a coexistence state solution to system (1), then it is a non-negative fixed

point for Γ . Conversely, any positive fixed point for Γ is a coexistence state solution for syetem (1).

As shown in Theorem 1, Γ has at least one positive fixed point. Then by Lemma 3, we conclude that

the coexistence state solution to system (1) is unique. �

3 Existence and characterization of optimal control

In this section, we first show the existence of optimal controls of problem (P ), and then characterize

them by the state system coupled with the adjoint one.

Theorem 3. Under hypotheses (H1) and (H2), the optimal control problem (P ) has at least one

solution, i.e., ∃U∗ 4
= [u∗

1, u
∗
2 , · · · , u∗

N ] ∈ Uad, such that

J(U ∗) = sup
{

J(U )
∣

∣

∣
U = [u1, u2, · · · , uN ] ∈ Uad

}

Proof. Let d
4
= sup

{

J(U )|U ∈ Uad

}

. Obviously, d is finite. Let {Un}
∞
n=1 ⊂ Uad be a maximizing

sequence such that limn→∞ J(Un) = d. Then there exists a subsequence of {U n}, still denoted by

itself, such that

w − lim
n→∞

Un = U
∗ in (L2(Ω))N (7)

for some U ∗ = [u∗
1, u

∗
2, · · · , u

∗
N ] ∈ (L2(Ω))N . Denote Un = [un

1 , un
2 , · · · , un

N ]. Since {un
i }

∞
n=1 ⊂ Cδi

, we

have U ∗ ∈ Uad. Let Yn ∈ (W 2,2(Ω))N be the corresponding coexistence state solution to system (1) for

Un. Noting that (W 2,2(Ω))N is compactly imbedded in (W 1,2(Ω))N and {Yn}
∞
n=1 ⊂ (W 2,2(Ω))N is

bounded, we can extract a subsequence of {Yn}
∞
n=1, still denoted by itself, such that limn→∞ Yn = Y ∗

in (W 1,2(Ω))N with some Y ∗ = [y∗
1 , y∗

2 , · · · , y∗
N ] ∈ (W 1,2(Ω))N . Letting n → ∞ in (1) leads to that Y ∗

is a weak solution to (1) corresponding to U∗. By (7) we have

d = lim
n→∞

N
∑

i=1

∫

Ω

(λiy
n
i un

i − |un
i |

2)dx 6

N
∑

i=1

∫

Ω

(λiy
∗
i u∗

i − |u∗
i |

2)dx = J(U ∗)

which implies that J(U∗) = d. This completes the proof. �

Lemma 4. For any fixed U ∈ Uad, let Y be the corresponding coexistence state solution to

system (1). Then for any F = [f1, f2, · · · , fN ] ∈ (L∞(Ω))N , the following system











−4ξi +

(

ui + ci

(

yi +
N

∑

j=1

yj

))

ξi −
∑

j 6=i

(aij − ciyi)ξj = −fiyi, in Ω

ξi = 0, on ∂Ω

(8)
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for i = 1, 2, · · · , N , has a unique solution ξ = [ξ1, ξ2, · · · , ξN ] ∈ (H1
0 (Ω))N .

Proof. Let L be the following diagonal matrix operator of second order elliptic operators:

L =







L1 0
. . .

0 LN






with Li = −4 +

(

ui + ci

(

yi +

N
∑

j=1

yj

))

I, i ∈ ZN

and B be the following N × N matrix of functions:

B =











0 a12 − c1y1 · · · a1N − c1y1

a21 − c2y2 0 · · · a2N − c2y2

...
...

. . .
...

aN1 − cNyN aN2 − cNyN · · · 0











Then (8) can be rewritten as
{

Lξ = Bξ + Q, in Ω

ξ = 0, on ∂Ω
(9)

with Q = [−f1y1,−f2y2, · · · ,−fNyN ]. One can easily check that B is essentially positive and fully

coupled (see [6]). On the other hand, system (1) can be written in the form similar to (9):
{

LY = BY + W, in Ω

Y = 0, on ∂Ω
(1)′

with W = [c1y1

∑N

j=1 yj , · · · , cNyN

∑N

j=1 yj ]. Since Y is the coexistence state solution to (1), we have

Y > 0 and W > 0, which implies (L−B)Y > 0 and (L−B)Y 6= 0 in Ω . Then by Theorem 1.1 in [6]

we conclude that system (8) has a unique solution. �

Lemma 5. Let the hypotheses (H1) and (H2) are satisfied. Let U ∈ Uad and F ∈ (L∞(Ω))N .

Thus U + εF ∈ Uad for ε > 0 and small enough. Let Y and Y ε be the coexistence state solutions to

system (1) corresponding to U and U + εF respectively. Then

lim
ε→0

Y ε − Y

ε
= ξ in (H1

0 (Ω))N

where ξ = [ξ1, ξ2, · · · , ξN ] is the unique solution to system (8).

Proof. Let ξε
i =

yε
i − yi

ε for i ∈ ZN . It is easily seen that ξε = [ξε
1, ξ

ε
2 , · · · , ξε

N ] solves the problem











−4ξε
i +

(

ui + ci

(

yε
i +

N
∑

j=1

yj

))

ξε
i −

∑

j 6=i

(aij − ciy
ε
i )ξ

ε
j = −fiy

ε
i , in Ω

ξε
i = 0, on ∂Ω

By elliptic estimates, there exists a constant M > 0 independent of ε, such that ‖ξε‖(H2

0
(Ω))N 6 M.

Then for any positive number sequence {εn}
∞
n=1 with εn → 0 as n → ∞, limn→∞ ξεn = ξin(H2

0 (Ω))N .

The uniqueness of ξ by Lemma 4 assures the convergence of the whole sequence. �

In the sequel, we will use the notation f+(x) = max{f(x), 0} for x ∈ Ω .

Theorem 4. Under the hypotheses (H1) and (H2), the optimal control U = [u1, · · · , uN ] of

problem (P ) can be expressed in the form

ui = min

{

1

2
yi(λi − zi)

+, δi

}

in Ω , ∀i ∈ ZN

where Y = [y1, y2, · · · , yN ] is the corresponding coexistence state solution to (1), and Z = [z1, z2, · · · , zN ]

is the unique solution to the following adjoint system: for i = 1, 2, · · · , N










−4zi +

(

ui + ci

(

yi +
N

∑

j=1

yj

))

zi −
∑

j 6=i

(aji − cjyj)zj = λiui, in Ω

zi = 0, on ∂Ω

(10)
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Proof. For any p > m, we define a linear operator A : (Lp(Ω))N → (W 2,p(Ω))N as follows: for

any G = [g1, g2, · · · , gN ] ∈ (Lp(Ω))N , A(G) is the unique solution to the equations











−4zi +

(

ui + ci

(

yi +
N

∑

j=1

yj

))

zi = gi, in Ω

zi = 0, on ∂Ω

, i = 1, · · · , N (11)

Then Z is a solution to (10) if and only if

(I −AB)(Z) = A(λ1u1, λ2u2, · · · , λNuN ) (12)

with

B(Z) =

[ N
∑

j=2

(aj1 − cjyj)zj ,
N

∑

j=1,j 6=2

(aj2 − cjyj)zj , · · · ,
N−1
∑

j=1

(ajN − cjyj)zj

]

By the regularity of elliptic equations, AB is a compact operator from (C(Ω̄))N to itself (see [6]). We

now show that the kernel space N (I −AB) = {0}. In fact, if (I −AB)(Z) = 0, then











−4zi +

(

ui + ci

(

yi +

N
∑

j=1

yj

))

zi −
∑

j 6=i

(aji − cjyj)zj = 0, in Ω

zi = 0, on ∂Ω

, i = 1, 2, · · · , N

For any [h1, h2, · · · , hN ] ∈ (Lp(Ω))N , let [η1, η2, · · · , ηN ] be the unique solution to the system











−4ηi +

(

ui + ci

(

yi +
N

∑

j=1

yj

))

ηi −
∑

j 6=i

(aji − cjyj)ηj = hi, in Ω

ηi = 0, on ∂Ω

, i = 1, 2, · · · , N

After some calculations we get
∑N

i=1

∫

Ω
zihidx = 0, which implies Z = 0. Thus system (10) has a

unique solution Z for p > m (see [10]).

Let F = [f1, f2, · · · , fn] ∈ (L∞(Ω))N , Then U + εF ∈ Uad for ε > 0 small enough. Let Y ε =

(yε
1, y

ε
2, · · · , y

ε
N ) be the corresponding solution to (1) for U + εF . Since J(U) > J(U + εF ), we get

∑N

i=1

∫

Ω
(λiui(y

ε
i − yi)+ ελifiy

ε
i − ε(2ui + εfi)fi)dx 6 0. Dividing by ε and letting ε → 0+, by Lemma

5 we obtain
N

∑

i=1

∫

Ω

(

λiuiξi + λifiyi − 2uifi

)

6 0 (13)

Multiplying both sides of (8) and (10) by zi and λiξi respectively, and integrating over Ω , we get

N
∑

i=1

∫

Ω

(

λiuiξi + zifiyi

)

dx = 0 (14)

Combing (13) and (14), we deduce that

N
∑

i=1

∫

Ω

(

λifiyi − 2uifi − zifiyi

)

dx 6 0 (15)

Taking f2 = f3 = · · · = fN ≡ 0 in (15), we obtain
∫

Ω
f1[y1(λ1 − z1) − 2u1]dx 6 0. By the standard

argument concerning the sign of the variation f1 depending on the size of u1, we can obtain u1 =

min
{

1
2y1(λ1 − z1)

+, δ1

}

in Ω . Similarly, we have ui = min
{

1
2yi(λi − zi)

+, δi

}

in Ω , i = 2, 3, · · · , N .

This completes the proof. �
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