
Vol. 32, No. 3 ACTA AUTOMATICA SINICA May, 2006

Fast Rate Fault Detection Filter for Multirate Sampled-data Systems
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Abstract This paper focuses on the fast rate fault detection filter (FDF) problem for a class of
multirate sampled-data (MSD) systems. A lifting technique is used to convert such an MSD system
into a linear time-invariant discrete-time one and an unknown input observer (UIO) is considered as
FDF to generate residual. The design of FDF is formulated as an H∞ optimization problem and a
solvable condition as well as an optimal solution are derived. The causality of the residual generator
can be guaranteed so that the fast rate residual can be implemented via inverse lifting. A numerical
example is included to demonstrate the feasibility of the obtained results.
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1 Introduction

In many computer control systems, data sampling is required, and the modelling and control of

sampled-data (SD) systems has received great interest. Especially in recent years, research on fault

detection and isolation (FDI) of SD systems has become a more active topic. In [1∼3] fault detection

problems for single rate SD systems have been intensively investigated. By using lifting technique,

[4] converted an MSD system into a linear time invariant (LTI) one and the problem of FDI can be

solved by using the FDI methods of single rate SD system, while the generated residual signals can only

be updated at the end of the repetition period, namely the slow rate residual generator. To detect a

fault as soon as possible after its occurrence, the timely generation of residual plays an important role.

Study on fast rate FDI for MSD system is not only theoretically interesting but also very important in

practical applications. To the best of authors′ knowledge, however, only few researches have done on

this topic[5∼7]. The problem of fast rate observer-based FDI for MSD systems has not yet been fully

investigated.

The fast rate observer-based fault detection problem will be studied in this paper. The lifting

technique will be introduced to convert such an MSD system into an LTI one with slow sampling

period and a UIO will be used as FDF. The existence condition for the solvability as well as an optimal

solution to the considered problem will be derived. The fast rate residual generator will be implemented

by employing inverse lifting technique. Throughout this paper, all the notations are as general.

2 Problem formulation

The plant of the considered MSD system is a continuous-time LTI process, which can be expressed

by �
ẋ(t) = Acx(t) + Bcu(t) + Bcdd(t) + Bcff (t)

y(t) = Cx(t) + Du(t) + Ddd(t) + Dff (t)
(1)

where x(t) ∈ R
n, u(t) ∈ R

p, y(t) ∈ R
q , d(t) ∈ R

m, and f (t) ∈ R
qf denote the state, control input, mea-

surement output, L2-norm bounded unknown input, and fault, respectively. Ac, Bc, Bcd, Bcf , C, D, Dd

and Df are known matrices with appropriate dimensions. The D/A converter in the input channel is

supposed to be fast rate with sampling period h. The A/D converters in the output channel may have

different sampling rates. Suppose yl ∈ R
ql×1 is the lth component of the output vector y, which is

measured every Tlh time, and Ψl(k) = yl(kTlh) for l = 1, . . . , N and k = 0, 1, . . . , where Tl are positive

integers, Ψl(k) denote the sampled process output sequences with the same sampling period Tlh and
NX

l=1

ql = q.
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Define TM as the least common multiple of Tl (l = 1, . . . , N) , and let nl =
TM

Tl
, Q =

NX
l=1

nl.

Introduce lifting operator L and inverse lifting operator L−1 as

ξ =[ξ1(0), · · · , ξ1(n1 − 1), · · · , ξN(0), · · · , ξN(nN − 1), ξ1(n1), · · · , ξ1(2n1 − 1),

· · · , ξN(nN ), · · · , ξN(2nN − 1), · · ·] = L−1
ξ (2)

ξ =Lξ =

�h
ξ

T
1 (0) · · · ξ

T
1 (n1 − 1) · · · ξ

T
N(0) · · · ξ

T
N (nN − 1)

iT

, · · ·

�
(3)

and let

x(ks) :=x(ksTMh), x(ks + 1) := x((ks + 1)TMh), Ψ = LΨ

v(ks) :=[vT(ksTMh) v
T(ksTMh + h) · · · v

T((ks + 1) TMh − h)]T

f (ks) :=[fT(ksTMh) f
T(ksTMh + h) · · · f

T((ks + 1) TMh − h)]T

d(ks) :=[dT(ksTMh) d
T(ksTMh + h) · · · d

T((ks + 1)TMh − h)]T

Al =A
Tl , Bl = [ATl−1

B · · · AB B]

Bdl =[ATl−1
Bd · · · ABd Bd], Bfl = [ATl−1

Bf · · · ABf Bf ]

A =A
TM = A

nl
l , Bv = [ATM−1

B · · · AB B]

Bd =[ATM−1
Bd · · · ABd Bd], Bf = [ATM −1

Bf · · · ABf Bf ]

C =

264 C1

...

CN

375 , C l =

26664 Cl

ClAl

...

ClA
nl−1
l

37775 , Dv =

264 D1

...

DN

375 , Dd =

264 Dd1

...

DdN

375
Df =

264 Df1

...

DfN

375], Dl =

26664 0 0 · · · 0

ClBl 0
. . .

...
...

. . .
. . . 0

ClA
nl−2
l Bl · · · ClBl 0

37775
Ddl =

26664 0 0 · · · 0

ClBdl 0
. . .

...
...

. . .
. . . 0

ClA
nl−2
l Bdl · · · ClBdl 0

37775 , Dfl =

266664 0 0 · · · 0

ClBfl 0
. . .

...
...

. . .
. . . 0

ClA
nl−2
l Bfl · · · ClBfl 0

377775
l =1, 2, . . . , N

The dynamics of the MSD system can be rewritten into�
x (ks + 1) = Ax (ks) + Bvv(ks) + Bdd(ks) + Bff (ks)

Ψ(ks) = Cx (ks) + Dvv(ks) + Ddd(ks) + Dff (ks)
(4)

where ks denotes the slow rate time index. (4) is the so called lifted model of MSD system, which is in

fact an LTI discrete time system with sampling period TMh.

We consider the following unknown input observer (UIO) as an FDF�
η(ks + 1) = Gη(ks) + H1v(ks) + H2Ψ(ks)

r(ks) = L1η(ks) + L2v(ks) + L3Ψ(ks)
(5)

where r(ks) ∈ R
(
PN

i=1
qi) denotes the generated residual with sampling period TMh, and

r(ks) =[rT
1 (ks) r

T
2 (ks) · · · r

T
N (ks)]

T

rl(ks) =[rT
l (ksnl) r

T
l (ksnl + 1) · · · r

T
l (ksnl + nl − 1)]

rl(kl) = : rl(klTlh) ∈ R
ql , l = 1, 2, . . . N, kl = 0, 1, . . .
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Let e(ks) = η(ks) − Wx (ks) , W be invertible. The matrices of a UIO satisfy�
G has stable eigenvalues

WA − GW = H2C, H1 = WBv − H2Dv, L1W + L3C = 0, L2 + L3Dv = 0
(6)

Then, we have �
e(ks + 1) = Ge(ks) + (H2Dd − WBd)d(ks) + (H2Df − WBf )f (ks)

r(ks) = L1e(ks) + L3Ddd(ks) + L3Dff (ks)
(7)

The main purpose of this paper is to design G, H1, H2, L1, L2, L3 and W such that

min
G,H1,H2,L1,L2,L3,W

J∞/∞ = min
G,H1,H2,L1,L2,L3,W

‖Trd(z)‖
∞Trf (z)

∞

(8)

and the residual generator is fast rate, where�
Trd(z) = L1(zI − G)−1(H2Dd − WBd) + L3Dd

Trf (z) = L1(zI − G)−1(H2Df − WBf ) + L3Df

(9)

3 Main results

Lemma[2]. Considers a discrete-time residual generator r(z) = Trd(z)d(z)+Trf(z)f (z), in which

Trd(z) =V (C(zI − A + HC)−1(Bd − HDd) + Dd)

Trf (z) =V (C(zI − A + HC)−1(Bf − HDf ) + Df )

Assume that (A, Bd, C, Dd) has no zeros, no unreachable null modes or and no unobservable modes on

the unit circle, and (C, A) is detectable. Then V , H = −LT
0 solves optimization problem

min
V,H

J = min
V,H

‖Trd(z)‖
∞

‖Trf (z)‖
∞

where V is left inverse of Γ which satisfies ΓΓ
T = CXCT + DdDT

d , (X, L0) is the stabilizing solution

of discrete-time algebraic Riccati equation (DARE)�
AXAT − X + BdBT

d AXCT + BdDT
d

CXAT + DdBT
d CXCT + DdDT

d

�
×

�
I

L0

�
= 0

By applying Lemma, one optimal solution of the FDF can be derived as in the following theorem.

Since the limitation of space, its proof is omitted.

Theorem. Assume that (A, Bd, C, Dd) is detectable, has no zeros, no unreachable null modes or

no unobservable modes on the unit circle. Then, an optimal solution of the problem (8) is

G =W
�
A − Ĥ2C

�
W

−1
, H2 = WĤ2, H1 = WBv − H2Dv (10)

L1 = − L3CW
−1

, L2 = −L3Dv (11)

where Ĥ2 = −LT
0 , L3 is left inverse of Θ which satisfies ΘΘ

T = CXCT + DdDT
d , (X, L0) is the

stabilizing solution of discrete-time algebraic Riccati equation (DARE)�
AXAT − X + BdBT

d AXCT + BdDT
d

CXAT + DdBT
d CXCT + DdDT

d

�
×

�
I

L0

�
= 0 (12)

and W is any n-dimensional invertible matrix.

Suppose (G, H1, H2, L1, L2, L3) is a solution of the UIO parameter matrices. From (6) we have

L1 = L3CW−1 and L2 = L3Dv with any given invertible W. For any orthogonal matrix U with

appropriate dimensions,
�
G, H1, H2, L̃1, L̃2, L̃3

�
with L̃1 = UL3CW−1, L̃2 = UL3Dv, and L̃3 = UL3

remains a solution of the UIO parameter matrices. To implement the fast rate residual by inverse lifting

r = L−∞∇, U should be chosen to ensure the causality of residual generator so that the dependency
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of rl(ksnl + j) (l = 1, 2, . . . , N ; j = 0, 1, . . . , ni − 1) on the future values in Ψ(ks), Ψ̂(ks) and v(ks) are

removed. Because of the lower triangular structure of Dl (l = 1, 2, . . . , N) in Dv, the causality issue

enforces some of the entries of L̃3 = UL3 to be zero, i.e. L̃3(i, j) = 0 if8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

1 6 i 6 n1, 1 6 j 6 n1, j > i

or,

8>>>>><>>>>>: 1 +

mj−1X
k=1

nk 6 j 6

mjX
k=1

nk 6 Q, N > mj > 10�j −

mj−1X
k=1

nk − 1

1ATmj
> (i − 1) T1, 1 6 i 6 n1

or,

8>>>><>>>>: 1 +

mi−1X
k=1

nk 6 i 6

miX
k=1

nk 6 Q, N > mi > 1

(j − 1) T1 >

 
i −

mi−1X
k=1

nk − 1

!
Tmi

, 1 6 j 6 n1

or,

8>>>>>>>>>>><>>>>>>>>>>>:
1 +

mi−1X
k=1

nk 6 i 6

miX
k=1

nk 6 Q, N > mi > 1

1 +

mj−1X
k=1

nk 6 j 6

mjX
k=1

nk 6 Q, N > mi > 10�j −

mj−1X
k=1

nk − 1

1ATmj
>

 
i −

mi−1X
k=1

nk − 1

!
Tmi

Then orthogonal matrix U can be determined based on the above constraints.

4 Numerical example

Consider an MSD system with continuous-time process8<: ẋ(t) =

�
−1 5

0 −2

�
x(t) +

�
1

1

�
u(t) +

�
0.1 0

1 1

�
d(t) +

�
0

1

�
f (t)

y(t) = x(t)

The sampling time of D/A converter is h = 0.5 sec, the sampling times of A/D converters are Ty1
= 1 sec

and Ty2
= 1.5 sec respectively. For this system we have

T1 = 2, T2 = 3, TM = 6, n1 = 3, n2 = 2, h = 0.5 sec

A =

�
0.61 1.19

0 0.37

�
, B =

�
0.39

0.32

�
, Bd =

�
0.42 0.39

0.32 0.32

�
, Bf =

�
0.39

0.32

�
One solution of the optimal FDF parameter matrices is

G =

"
−2.224 0

0 −0.005

#
× 10−15

, H1 =

"
0 0 0 −0.02 −9.76 −14.77

0 0 0 0 0.03 −40.07

#
× 10−2

H2 =

"
−5.18 0.01 −1.31 −24.19 0.32

0.04 0 0.01 −0.14 0

#
× 10−2

L1 =

26666664 5.1208 −0.8557

−0.0018 0.0108

0 0

−4.9388 3.2775

0 0

37777775 , L2 =

26666664 0.06 0.25 0 0 0 0

−16.58 −66.12 0.11 0.41 0 0

0.06 −0.47 −9.39 −67.42 0 0

0.07 0.28 0 0 0 0

0.01 −0.06 −70.09 9.16 0 0

37777775× 10−2
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L3 =

26666664 5.1501 −0.0064 0 −4.9852 0

−0.0064 1.6954 −0.0105 −0.0073 −0.0002

0 −0.0105 1.7288 0 −0.2349

−4.9852 −0.0073 0 7.9011 0

0 −0.0002 −0.2349 0 2.2619

37777775
U =

26666664 −0.1842 0.2576 0.0604 0.9466 −0.0070

−0.2731 0.8378 0.3614 −0.3041 0.0207

0.0361 −0.3707 0.9264 0.0490 0.0261

−0.9434 −0.3071 −0.0814 −0.0948 0.0091

0.0120 −0.0031 −0.0305 0.0125 0.9994

37777775
That shows the feasibility of the proposed method.

5 Conclusion

In this paper, the fast rate FDF problem for a class of MSD systems has been investigated. The

lifting technique has been used to convert an MSD system into LTI one and a UIO has been considered

as residual generator. The FDF problem has been formulated as an H∞ optimization problem and

the existence condition for the solvability as well as an optimal solution have been obtained in terms

of discrete-time algebraic Riccati equation. The causality of the designed residual generator has been

guaranteed by utilizing the design freedom of the UIO parameters. Furthermore, the fast rate residual

generator has been implemented by employing an inverse lifting operation. A numerical example has

been given to demonstrate the validity of the proposed scheme.
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