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Approximate Dynamic Programming for Self-Learning Control1)
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Abstract This paper introduces a self-learning control approach based on approximate dynamic
programming. Dynamic programming was introduced by Bellman in the 1950’s for solving optimal
control problems of nonlinear dynamical systems. Due to its high computational complexity, the
applications of dynamic programming have been limited to simple and small problems. The key
step in finding approximate solutions to dynamic programming is to estimate the performance index
in dynamic programming. The optimal control signal can then be determined by minimizing (or
maximizing) the performance index. Artificial neural networks are very efficient tools in representing
the performance index in dynamic programming. This paper assumes the use of neural networks
for estimating the performance index in dynamic programming and for generating optimal control
signals, thus to achieve optimal control through self-learning.
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1 Introduction

Suppose that one is given a discrete-time nonlinear (time-varying) dynamical system

x(t + 1) = F [x(t),u(t), t], t = 0, 1, 2, · · · (1)

where x ∈ Rn represents the state vector of the system and u ∈ Rm denotes the control action. Suppose

that one associates this system with the performance index (or cost)

J [x(i), i] =
∞∑

k=i

γk−iU [x(k), u(k), k] (2)

where U is called the utility function and γ is the discount factor with 0 < γ 6 1. Note that the

function J is dependent on the initial time i and the initial state x(i), and it is referred to as the cost-

to-go of state x(i). The cost in this case accumulates indefinitely; this kind of problems is referred to

as infinite horizon problems in dynamic programming. On the other hand, in finite horizon problems,

the cost accumulates over a finite number of steps. The present paper will consider infinite horizon

problems. Finite horizon problems can be treated as well. The objective of the present dynamic

programming problem is to choose a control sequence u(k), k = i, i+1, · · · , so that the function J (i.e.,

the cost) in (2) is minimized. Dynamic programming is based on Bellman’s principle of optimality[1∼3]:

An optimal (control) policy has the property that no matter what previous decisions have been, the

remaining decisions must constitute an optimal policy with regard to the state resulting from those

previous decisions.

Suppose that one has computed the optimal cost J∗[x(t+1), t+1] from time t+1 to the terminal

time, for all possible states x(t + 1), and that one has also found the optimal control sequences from

time t + 1 to the terminal time. The optimal cost results when the optimal control sequence u
∗(t + 1),

u
∗(t+2), · · ·, is applied to the system with initial state x(t+1). Note that the optimal control sequence

depends on x(t+1). If one applies an arbitrary control u(t) at time t and then uses the known optimal

control sequence from t + 1 on, the resulting cost will be

U [x(t), u(t), t] + γJ∗[x(t + 1), t + 1]

where x(t) is the state at time t and x(t + 1) is determined by (1). According to Bellman, the optimal

cost from time t on is equal to

J∗[x(t), t] = min
u(t)

(U [x(t), u(t), t] + γJ∗[x(t + 1), t + 1])
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The optimal control u
∗(t) at time t is the u(t) that achieves this minimum, i.e.,

u
∗(t) = arg min

u(t)
(U [x(t),u(t), t] + γJ∗[x(t + 1), t + 1]) (3)

Equation (3) is the principle of optimality for discrete-time systems. Its importance lies in the

fact that it allows one to optimize over only one control vector at a time by working backward in time.

Dynamic programming is a very useful tool in solving optimization and optimal control problems. In

particular, it can easily be applied to nonlinear systems with or without constraints on the control

and state variables. Equation (3) is called the functional equation of dynamic programming and is

the basis for computer implementation of dynamic programming. In the above, if the function F in

(1) and the cost function J in (2) are known, the solution for u
∗(t) becomes a simple optimization

problem. However, it is often computationally untenable to run true dynamic programming due to

the backward numerical process required for its solutions, i.e., as a result of the well-known “curse of

dimensionality”[1,2]. Over the years, progress has been made to circumvent the “curse of dimensionality”

by building a system, called “critic,” to approximate the cost function in dynamic programming (cf.

[4 ∼ 9]). The idea is to approximate dynamic programming solutions by using a function approximation

structure such as neural networks to approximate the cost function.

2 Approximate Dynamic Programming

In 1977, Werbos[10] introduced an approach for approximate dynamic programming that was

later called adaptive critic designs (ACDs). ACDs have received increasing attention recently (cf.

[4 ∼ 9, 11 ∼ 27]). In the literature, there are several synonyms used for “Adaptive Critic Desig-

ns”[4,5,13∼15,18,21,24,27] including “Approximate Dynamic Programming”[9] , “Asymptotic Dynamic Pro-

gramming”[22] , “Adaptive Dynamic Programming”[19,20] , “Heuristic Dynamic Programming”[16,25] ,

“Neuro-Dynamic Programming”[11] , “Neural Dynamic Programming”[26] , and “Reinforcement Learni-

ng”[28].

A typical design of ACDs consists of three modules–Critic, Model, and Action[5,8,9], as shown

in Fig. 1. The present work considers the case where each module is a neural network. In the ACD

scheme shown in Fig. 1, the critic network outputs the function Ĵ , which is an estimate of the function

J in Equation (2). This is done by minimizing the following error measure over time

‖Eh‖ =
∑

t

Eh(t) =
1

2

∑

t

[Ĵ(t) − U(t) − γĴ(t + 1)]2 (4)

where Ĵ(t) = Ĵ [x(t),u(t), t, WC ] and WC represents the parameters of the critic network. The function

U is the same utility function as the one in (2) which indicates the performance of the overall system.

The function U given in a problem is usually a function of x(t), u(t), and t, i.e., U(t) = U [x(t), u(t), t].

When Eh(t) = 0 for all t, (4) implies that

Fig. 1 The three modules of an adaptive critic design
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Ĵ(t) = U(t) + γĴ(t + 1) = U(t) + γ[U(t + 1) + γĴ(t + 2)] = · · · =

∞∑

k=t

γk−tU(k)

which is exactly the same as the cost function in (2). It is therefore clear that minimizing the error

function in (4), we will have a neural network trained so that its output Ĵ becomes an estimate of the

cost function J defined in (2).

The training of the critic network in this case is achieved by minimizing the error function defined

in (4), for which many standard neural network training algorithms can be utilized[29]. Note that in

Fig. 1, the output of the critic network Ĵ(t + 1) = Ĵ [x(t + 1), u(t + 1), t + 1] is an approximation to

the cost function J at time t + 1. The model network in Fig. 1 learns the nonlinear function F given

in Equation (1); it is trained previously off-line[5,9] or trained in parallel with the critic and action

networks[22]. After the critic network’s training is finished, the action network’s training starts with

the objective of minimizing Ĵ(t), through the use of the action signal u(t) = u[x(t), t, WA]. Once an

action network is trained this way, i.e., trained by minimizing the output of critic network, we will have

a neural network trained so that it will generate as its output an optimal, or at least, a suboptimal

control action signal depending on how well the performance of the critic network is. Recall that the

goal of dynamic programming is to obtain an optimal control sequence as in (3), which will minimize

the J function in (2). The key here is to interactively build a link between present actions and future

consequences via an estimate of the cost function.

After the action network’s training cycle is completed, one may check the system performance,

then stop or continue the training procedure by going back to the critic network’s training cycle again,

if the performance is not acceptable yet. This process will be repeated until an acceptable system

performance is reached. During the training of action network, the three networks will be connected as

shown in Fig. 1; the training of the action network is done through its parameter updates to minimize

the values of Ĵ(t + 1) while keeping the parameters of the critic and the model networks fixed. The

gradient information is propagated backward through the critic network to the model network and

then to the action network, as if the three networks formed one large feedforward neural network (cf.

Fig. 1). This implies that the model network in Fig. 1 is required for the implementation of adaptive

critic designs in the present case. Even in the case of known function F , one still needs to build a

model network so that the action network can be trained. In the next section, we will survey some

new developments that include the simplification of the structure in Fig. 1 by eliminating the model

network.

3 Literature survey

In this paper, we will survey some literature in two directions: Reinforcement learning and adap-

tive critic designs. Even though both types of literature provide approximate solutions to dynamic

programming, research in these two directions has been somewhat independent[30] in the past.

The main research results in reinforcement learning can be found in a recent book by Sutton and

Barto[28] and the references cited in the book. The most famous algorithms in reinforcement learning

are the temporal difference algorithm[31] and the Q-learning algorithm[32]. Compared to adaptive

critic designs, the area of reinforcement learning is more mature and has a vast amount of literature.

The main constraint in most of the reinforcement learning literature is the use of look-up tables for

representation of the cost function in dynamic programming which implies discrete state variables with

finite number of values.

To those who want to do research in adaptive critic designs, some helpful papers include [5, 6, 18].

Reference [6] provides a detailed summary of the major developments in adaptive critic designs up to

1997. Before that, major references are papers by Werbos such as [7 ∼ 10]. Werbos has pointed out

many times that “adaptive critic designs/approximate dynamic programming may be the only approach

that can achieve truly brain-like intelligence”[7,23] . Reference [6] makes significant contributions to

model-free adaptive critic designs. Using the approach of [6], the model network in Fig. 1 is not needed

anymore. Several practical examples are included in [6] for demonstration which include single inverted

pendulum[33] and triple inverted pendulum. Reference [18] is also about model-free adaptive critic

designs. Two approaches for the training of critic network are provided in [18]: A forward-in-time
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approach and a backward-in-time approach. Fig. 2 shows the diagram of forward-in-time approach.

In this approach, we view Ĵ(t) in (4) as the output of the critic network to be trained and choose

U(t) + γĴ(t + 1) as the training target. Note that Ĵ(t) and Ĵ(t + 1) are obtained using state variables

at different time instances. Fig. 3 shows the diagram of backward-in-time approach. In this approach,

we view Ĵ(t + 1) in (4) as the output of the critic network to be trained and choose [Ĵ(t)− U(t)]/γ as

the training target. The training approach of [6] can be considered as a backward-in-time approach.

In Figs. 2 and 3, x(t + 1) is the output from the plant.

Fig. 2 Forward-in-time approach

Fig. 3 Backward-in-time approach

Some theoretical results for adaptive critic designs have been obtained recently[19,20,22]. These ref-

erences investigated the stability and optimality for some special cases of adaptive critic designs. Most

of the applications of adaptive critic designs are in the area of aircraft flight control[4,12,13,21] . Some

other applications have also been reported recently such as in power systems[24], in communication

networks[27], and in engine control[14,15]. Interested readers should also read reference [16], especially

the proposed training strategies for the critic network and the action network. In addition, the authors

of [6] provide the MATLAB programs of their algorithms free of charge. New comers to the field of

adaptive critic designs should start with the challenging control problems listed in [33]. Finally, refer-

ences [34 ∼ 36] present an approach for finite horizon dynamic programming called “Neural Dynamic

Optimization.”

Future research in the field of adaptive critic designs/approximate dynamic programming calls

for major breakthroughs in both theory and applications. In the theoretical aspect, a complete set

of theories is needed for this area which includes stability, convergence, optimality, and qualitative

analysis. On the other hand, applications with significant impact and economic benefits are wanting.

There are currently on-going investigations in both of these two areas in the United States. Interested

readers can contact the author of this paper or any authors from the reference list.
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