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Multi-step Predictive Control of a PDF-shaping Problem1)
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Abstract A predictive control strategy is proposed for the shaping of the output probability density
function (PDF) of linear stochastic systems. The B-spline neural network is used to set up the
output PDF model and therefore converts the PDF-shaping into the control of B-spline weights
vector. The Diophantine equation is then introduced to formulate the predictive PDF model, based
on which a moving-horizon control algorithm is developed so as to realize the predictive PDF tracking
performance.
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1 Introduction

In many stochastic systems, it is required to control the whole shape of the output probability

density function (PDF) instead of its mean and variance. Typical examples include the molecular weight

distribution control[1∼3] or particle size distribution control[4∼6] in polymerization processes, particle

size distribution control in crystallization and powder industries[7∼10], pulp fibre length distribution

control in paper industries[11], etc. The mean-variance control strategies, such as minimum variance

control, self-tuning control, stochastic control for systems with Markovian jumping parameters and

LQG control, etc., are mainly used for systems subjected to Gaussian inputs. They may not work

well for non-Gaussian stochastic systems due to the fact that the mean and variance are not adequate

to decide the PDF shape for non-Gaussian or non-symmetric distributions. Motivated by the control

requirements of general stochastic systems, a PDF-shaping method was proposed by Wang in 1998,

the main idea of which is to design a crisp control input so that the system output PDF will follow

the target PDF[12]. This method is more general than the traditional mean-variance control simply

because the PDF contains more information than the mean and variance. A series of algorithms have

been developed for the PDF-shaping control based on the B-spline models, input-output ARMAX

models and multi-input-multi-output neural network models. So far the B-spline models are most

commonly used for PDF control because they have general model formulation and therefore make the

controller design convenient[12∼14]. The B-spline methods have been proved to be efficient for the static

PDF-shaping problem, however, for the dynamic systems, the PDF tracking performance is difficult to

achieve especially when the non-linear dynamic is simplified to be a linear model.

Model predictive control (MPC) has the merits of model prediction, moving-horizon optimization

and feedback correction[15]. The moving-horizon operation is to choose the control action by repeatedly

solving an on-line optimal control problem, therefore compensates for model mismatch, time variation

and disturbance, etc. in time. Feedback correction compares the actual output and the predictive

model output so that the predictive model can be on-line modified. In this paper, the main features

of MPC are embedded into the PDF-shaping control in order to improve the efficiency of the dynamic

PDF control.

2 Predictive model of output PDF

Consider the following discretized model for a stochastic distribution system

xk+1 = f1(xk, uk) (1)

γ(y, uk) = g1(y, xk, uk), y ∈ [a, b] (2)
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where xk is the state variable, uk is the control input, γ(y, uk) is the PDF of the system output with y

defined on a bounded interval [a, b], k is the current sampling time, f1(·) and g1(·) are the functions of

system dynamics and PDF expression. From (1) and (2) it can be seen that the shape of the output

PDF can be adjusted by the control input uk. Using the well-known B-spline neural network[16],

γ(y, uk) can be approximated as follows[12∼14] ,

γ(y, uk) =

n
∑

i=1

ωi(uk)Bi(y) (3)

where Bi(y)(i = 1, · · · , n) are the pre-specified basis functions defined on [a, b], ωi(i = 1, · · · , n) are

the corresponding weight coefficients. Consider the linear dynamics of the system and denote bi =
∫ b

a
Bi(y)dy, L(y) =

Bn(y)
bn

, and Ci(y) = Bi(y) −
Bn(y)

bn
bi, the following decoupled state-space model

of the output PDF can be established

νk+1 = Aνk + Buk (4)

γ(y, uk) = C(y)νk + L(y) (5)

where A, B are the parameter matrices with proper dimensions; the vector C(y) = [C1(y), C2(y), · · · ,

Cn−1(y)] and the variable L(y) are formulated from the basis functions; νk = [ω1(uk) ω2(uk) · · ·

ωn−1(uk)]T is the weight vector. As L(y) is known when the basis functions are chosen, denote

f(y, k) = γ(y, uk) − L(y) = C(y)νk (6)

then (6) can be used for PDF control instead of (5). Using the back-shift operator z−1 in (4) and

substituting the input-output form into (6), the following representation can be obtained

f(y, k) = C(y)(I − z−1A)−1Buk−1 (7)

where I is a unit matrix with dimension (n− 1). According to the matrix theory, (7) can be expanded

to

f(y, k) =

n−1
∑

i=1

aif(y, k − i) +

n−2
∑

j=0

C(y)Djuk−j−1 (8)

The second term in (8) can be further expanded to C(y)Djuk−j−1 =
∑n−1

i=1
dj,iuk−j−1Ci(y).

Introducing the back-shift operator z−1, (8) can be represented as

α(z−1)f(y, k) = β(z−1, y)uk−1 (9)

where

α(z−1) = 1 −

n−1
∑

i=1

aiz
−i, β(z−1, y) =

n−2
∑

j=0

C(y)Djz
−j (10)

(9) is the input-output model of the output PDF. All the coefficients in (10) can be estimated by

the least square identification algorithms when the data pairs (uk, γ(y, uk)) are available[14] .

3 Output PDF predictive control algorithm

The following Diophantine function is introduced to construct the predictive PDF model

1 = Gq(z
−1)α(z−1) + Hq(z

−1)z−q (11)

where q is the step for prediction,

Gq(z
−1) = 1 +

q−1
∑

i=1

gq,iz
−i (12)

Hq(z
−1) =

n−2
∑

i=0

hq,iz
−i (13)
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The coefficients in the Diophantine equation can be obtained by recursive development[15]. Mul-

tiplying Gq(z
−1) to both sides of (9) yield

Gq(z
−1)α(z−1)f(y, k) = Gq(z

−1)β(z−1, y)uk−1 (14)

Taking (12) into (14), the following form is obtained

f(y, k + q) = Hq(z
−1)f(y, k) + Gq(z

−1)β(z−1, y)uk+q−1 (15)

Denote

Sq(z
−1)Gq(z

−1)β(z−1, y) =

n−2+q−1
∑

i=0

sq,iz
−i (16)

and take q = 1, 2, · · · , p, the multi-step predictive PDF model can be established from (15) in the

following matrix form

Π(y, k, p) = Ĥf(y, k) + Ω(y)Uk + Φηk (17)

where

Ĥ =









H1(z
−1)

H2(z
−1)

...

Hp(z
−1)









, Ω(y) =









s1,0 0 0 0

s2,1 s2,0 0 0
...

. . .
. . . 0

sp,p−1 · · · sp,1 sp,0









, Φ =









s1,1 s1,2 · · · s1,n−2

s2,2 s2,3 · · · s2,n−2+1

...
...

...
...

sp,p sp,p+1 · · · sp,n−2+p−1









Π(y, k, p) =









f(y, k + 1)

f(y, k + 2)
...

f(y, k + p)









, U k =









uk

uk+1

...

uk+p−1









, ηk =









uk−1

uk−2

...

uk−(n−2)









The following Kullback-Leibler distance based performance function is constructed to realize the

PDF-shaping control

J =

∫ b

a

Π(y, k, p)Tlog
Π(y, k, p)

Γ(y)
dy + U

T
k QUk (18)

where Γ(y) = [g(y)−L(y), g(y)−L(y), · · · , g(y)−L(y)]T ∈ Rp×1 is the target vector corresponding to

the given PDF g(y), when Π(y, k, p) = Γ(y), the first term in (18) is zero; the second term in (18) is

the constraint to the control input, Q ∈ RM×M is a diagonal weighting matrix. As the predictive step

is normally different from the control step in real applications, and the control step should be shorter

than the predictive one, the control step in the performance function is taken as M , M 6 p, that is,

U k = [uk, uk+1, · · · , uk+M−1]
T. Accordingly,

Ω(y) =









s1,0 0 · · · 0

s2,1 s2,0 · · · 0
...

. . .
. . .

...

sp,p−1 sp,p−2 · · · sp,p−M









p×M

(19)

Denoting ξ(y) = Ĥf(y, k) + Φηk as the known term at sampling time k and substituting (17)

into (18), it can be obtained that

J =

∫ b

a

(Ω(y)Uk + ξ(y))Tlog
Ω(y)Uk + ξ(y)

Γ(y)
dy + U

T
k QU k (20)

∂J

∂U k

=

∫

(

Ω(y)Tlog
Ω(y)Uk + ξ(y)

Γ(y)
+ D · (Ω(y)Uk + ξ(y))

)

dy + 2QU k (21)

∂2J

∂U 2
k

=

∫ b

a

(DΩ(y))dy + 2Q (22)
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where D =
∂logΠ(y, k, p)

∂U
=

[

Ω(1, :)
Ω(1, :)U + ξ(1)

;
Ω(2, :)

Ω(2, :)U + ξ(2)
; · · · ;

Ω(p, :)
Ω(p, :)U + ξ(p)

]T

, ξ(i) and Ω(i, :),

(i = 1, 2, . . . , p) are the ith row of Ω and the ith component of ξ, respectively. When ∂2J
∂U

2
k

> 0,

calculating the control input from ∂J/∂U k = 0 can minimize J , and the predictive control input can

be obtained in the following gradient form

U k = U k−1 − µ
(

∫ b

a

(

Ω(y)Tlog
Ω(y)U + ξ(y)

Γ(y)
+ D · (Ω(y)U + ξ(y))

)

dy + 2QU
)

|U=Uk−1
(23)

In the control phase, U k is calculated using equation (23), with ∂2J
U

2
k

> 0 being continuously validated.

If ∂2J
∂U

2
k

> 0 is not true, Q should be tuned to satisfy this condition again. The process goes on until

the objective horizon is achieved.

4 Simulation study

Consider the following dynamic system (abstracted from a chemical reaction model)

ẋ1 = k1 · (x10 − x1) − k2x1

ẋ2 = k1(x20 − x2) − k3x2x3 − k4x1 (24)

ẋ3 = −k1x3 + k4x1 − k5x
2
3

ẋ4 = k1(x40 − x4) + k6x2x3 − k7(x4 − x400)

where x1, x2, x3, x4 are state variables; k1 ∼ k10, x20, x40, x400 are known model parameters, and their

values are k1 = 0.0061, k2 = 0.0081, k3 = 26522, k4 = 0.0049, k5 = 3.4184e9, k6 = 1.6290e8, k7 =

0.0514, k8 = 1.9777, k9 = 1.7092e9, k10 = 26520, x20 = 1.7744, x40 = 298.15, x400 = 353.15; the output

PDF of the system is

γ(y, u) = k1 · [k8 · x2 · x3 · α
−(y−1) + k9x

2
3 · α

−(y−2)(y − 1)] (25)

where

α = 1 +
k8

k10
+

k5

k10

x3

x2
+

1

k10k1x2
(26)

The control input u directly affects the states of the system, i.e., x10 = 0.0106 · (1 − u); the definition

domains for the output PDF and control input are: y ∈ [1, 2000] and u ∈ [0.3, 0.7], respectively. The

PDF in this case is approximated by seven third-order B-spline functions (modeling details are omitted

due to page limit). The target output PDF is chosen to be the one corresponding to u = 0.6. In

the predictive controller design, both the predictive step and the control step are taken to be 5. The

simulation results are shown in Figs. 1∼3. Figs. 1 and 2 show the development of the control input and

the output PDFs during the control process. Fig. 3 shows the final tracking effect of the output PDF

to the targeted one. From the simulation, it can be concluded that the predictive control algorithm

fulfills the PDF-shaping control effectively.

Fig. 1 The control input during the control process
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Fig. 2 The output PDFs during the control

Fig. 3 The final output PDF and the target PDF

5 Conclusions

In this paper, a multi-step predictive control algorithm has been put forward to control the system

output PDF. Firstly, the B-spline functions are used to approximate the output PDF of a general

stochastic system, then the Diophantine equation is introduced to construct the predictive output

PDF model, and a performance function is formulated according to the PDF tracking requirement.

Finally, the predictive controller is obtained in the gradient form by a global optimisation operation.

Simulation study shows that this controller is effective for the dynamic PDF-shaping. Compared

with the previous PDF control algorithm[14] , the predictive control strategy has advantages in dealing

with PDF-shaping problems of dynamic systems with uncertainties. Analysis of the system stability,

robustness, disturbance rejection, etc. will be studied in the future work.
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