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Abstract An efficient vision system is proposed for lane detection and multiple car tracking on the
highway. The main modules of the system are: lane detection, separate 2-D model-based trackers
(rectangular model for passing car and U-shape model for distant car), heuristic car detection,
and a process coordinator. In the system, the dynamical creation and termination of tracking
processes optimizes the amount of spent computational resources. Lane detection performance is
improved by robust estimation technique. And car tracking 1s realized by a polygon fitting ap-
proach in three-parameter state space. The system is successfully tested with the image sequence
from PETS2001 and the average processing time per frame is 12ms on a Pentium [] 450MHz PC.
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1 Introduction

Road following is a complex and challenging task and has received most attention in
Automatic Vehicle Guidance'!™®. Its two major components are lane detection and obsta-
cle detection*'!, Lane detection, generally, can be reduced to the localization of specific
features such as lane markers painted on the road surface. And obstacles on the road are
mainly vehicles.

This paper presents an elficient vision system for lane detection and multiple car
tracking on the highway. The main modules of the system are: lane detection, separate
2-D model-based trackers, heuristic car detection, and a process coordinator. In the sys-
tem, the dynamical creation and termination of tracking processes optimizes the amount of
spent computational resources.

In the system, we take advantage of the spatial-temporal continuity of lane markers in
sequences to improve the efficiency and robustness of lane detection. Lane detection per-
tormance i1s improved by robust straight line estimation technique. Based on the good re-
sults of lane detection, car detection can achieve the promising performance,

Many efforts have been made to apply model-based methods to track vehicles in recent
years'®® 1 Model-based algorithms have a level of stability and accuracy that is impossi-
ble to achieve with image-based trackers. However, when the car 1s moving on the high-
way and the input image sequence is like in Fig. 3, both the simple 2-D rectangular box
model”* and the weak perspective assumption in 3-D model methods!®"'*
tracking becomes very complicated.

In order to deal with the above problem in an effictent way, a separate 2-D model-
based tracking approach is proposed in this paper. Based on the position of the tracked car
relative to the camera, a different 2-D car model is used to track the car. Then, the search
process 1s reduced to a polygon fitting process in the three-parameter space. The method
appears more robust than the low-level feature extraction method such as | 5], and more
efficient than 3-D model-based methods such as [ 9,10 |,

The image sequence provided by PETS2001 1s used to test the system. The perform-
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ance of the system is promising and the average processing time per frame is 12ms on

Pentium ||l 450MHz PC.

2 System framework
Our system contains four main modules; lane detection, car detection, multiple track-
ers and a process coordinator. The system 1s out-

lined in Fig. 1. The lane detection module is re- Video input

sponsible for detecting lane markers painted on

the road and then separating the road area from |} Lane detection »|  Process
coordinator

the scene. The car trackers are responsible for re-
fining tracking results at preceding frames by a I \ ,l,
fitting technique. The car detection module is re- [ II Car Detection
sponsible for detecting cars that enter the road in | '

images. The process coordinator is responsible for | i
starting and terminating a tracker, setting the de- '
tection regions based on the lane detection, and |
switching between the two separate models during
tracking. If car detection module detects an ente-
ring car in images, the process coordinator creates :
a new tracker for the potential car. Otherwise, 1f T S
a tracker meets the termination conditions, process
coordinator terminates the tracker.

Fig. 1 The vision system framework

3 Lane detection

The roadway is modeled as a flat surface with white markers painted on 1t. The first
stage of the lane detection is to detect and localize possible lane markers on each row of the
input image. The lane markers are always reterred to white bars of a particular width a-
gainst a darker background. In our system, only the two lane lines just in front of the
camera are detected since the markers on these lines are generally visible. The whole road
area can be derived from the result of the lane detection. Based on the fact that the curva-
ture of a highway is generally small, straight lines can be used to approximate a certain
range of lanes on the highway. Once a set of lane marker points have been extracted, the
robust straight line estimation‘'''is used to estimate the lane in images. The robust estima-
tion"'' makes the algorithm insensitive to a few outlier points. In order to further resist
the disturbance from marker occlusion by other vehicles, shadows or cracks on the road-
way, the following measures are taken in our system:

1) On each row of the input image, the search regions for the markers are based on
the detected lanes at the preceding frame and their search ranges increase linearly with the
road widths on the image rows, shown as white regions in Fig. 2.

2) The marker edge points are defined as the points in the search regions with the
strongest signed vertical edge strengths larger than a preset threshold, shown in Fig. 2.
The extracted marker edge points are used to compute the {itted straight lines.

3)In the extreme case, if the number of extracted marker edge points is too small due
to marker occlusion, the fitting process halts and the results at the preceding {frame are
used. Generally, only one of two lane lines is severely occluded. At this time, the width
between the two lane lines at the preceding frame can be used to deduce the occluded lane
line.

The first and third measures are based on the spatial-temporal continuity 1n image se-
quences, The results of lane detection are shown as white oblique lines in the Fig. 2.
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Fig. 2 Lane detection. The white regions are for detecting lane markers. The two middle oblique white

lines are the line fitting results. The other oblique white lines are deduced by the fitting results
and prior knowledge of road structure

4 Separate models and switch line

We observe that when the car 1s 1n the distance, the rear of the car 1s mainly visible
which is like rectangular shape; when the car is sideward in the image and close to the

camera, the side of the car is mainly visible. Based on such an observation, we propose the
following separate 2-D models tor the two different cases.

1)Model 1. rectangle model with four borders i1s for the side of the passing car which
1s close to the camera.

2)Model 2. U-shape model with three borders is for the rear of a car in the distance or
just in front of the camera. We adopt the U-shape model rather than the rectangle 1s based
on the fact that cars have various heights, and the top borders of cars cannot be reliably de-

tected due to the disturbance in the background such as the horizon in the distance like in Fig. 3.
These two models are shown 1n Fig. 3.
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Fig. 3 The white rectangle and U shape represent the Model 1 and Model 2 respectively. The vertical
grey dashed lines are the switch line from Model 1 to Model 2. The vanish point is the intersec-

tion of lane lines. The oblique grey dashed line i1s defined by the vanish point and the left-bot-
tom corner of Model 1

The coordinate system of the image is set as; x axis 1s the horizontal axis, y axis the
vertical axis, and the origin is at the left bottom of images. The x mean value of the cor-
ners of the tracked car in the image determines which one of the two models is used in
tracking process. There are two switch lines (vertical dased lines in Fig. 3) through which
the tracker with Model 1 switchs to the one with Model 2. In Fig. 3. the tracker goes
through the right switch line, so Model 1 switchs to Model 2 whose initial parameters are:
1) the left-bottom corner of Model 2 i1s the intersection of the right border line of Model 1
and the straight line detined by the vanish point and the left-bottom corner of Model 1 (the
oblique dased line in Fig. 3); 2) the width and height of Model 2 are initialized as 100 and
120 pixels respectively. Finally, the exact parameters of Model 2 are calculated by the fol-
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lowing fitting technique.

5§ Car tracking

When a proper model 1s selected, the tracking process 1s conducted by a fitting tech-
nique. In this paper, the two kinds of models are considered as polygons. The U-shape
model 1s viewed as an open polygon. Therefore, we apply the polygon litting technique to
update the tracking results frame by frame.

We first define a space S, of control vectors Q consisting of polygonal corner coordinates.

0= ()
Q}’

where Q"= (gsqi-**gn,—1)and Q" = (gdqi **qX -1 ). Ny 1s the number ot the polygonal cor-
ners and g, = (q; »q>) 1s the corner coordinates.

Then, we define the shape space S=L(W,Q,), which is a linear mapping ot a shape
space vector X€ R"- to a polygon vector Q& RY. .

(1)

where Q, 1s the space vector of the template polygon, and W is a shape-matrix
{1 0 @
W——% : QJ (3)

The first two columns of W govern horizontal and vertical translations respectively.
The third column controls scaling. Therefore, the transformation of the polygon i1s de-
scribed by three-parameter vector X.

If the fitted polygon r 1s restricted to shape space and biased towards a predicted poly-
gon F to a degree determined by a regularization constant «, the fitted curve r 1s the solution of

min al|r—7|* + |r—r,|° (4)

7.7

where r, 1s an image-data polygon.

The fitting process 1s based on the normal displacement along the predicted contour.
That is illustrated in Fig. 4. The white dashed and solid polygons are the predicted curve
and the fitted one respectively. The algorithm recursively updates the estimated shape X
by traversing the data along the predicted contour.

A car tracker 1s terminated if the tracker meets the following conditions: the height of
the shape of the tracked car 1s smaller than 10 pixels, or the x mean value of corners of the
tracked car 1s smaller than 30 pixels or larger than the width of the image width minus 30
pixels. The above terminating conditions mean that the tracked car will disappear in the
distance or sideward.

()
Fig. 4 Tracking process. The white dashed and solid rectangles (a) or U shapes (b) re-

present the predicted and fitted shapes respectively. (a) and (b) are Model 1 and
Model 2 tracking results respectively
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6 Car detection

Based on lane detection, the detection regions are set as a triangular region and two
side detection bars shown in Fig. 5. At every frame, after car tracking is finished, the are-
as occupied by tracked cars can be cut off from the detection areas. Then, car detection 1s
processed on the free area in the detection regions.

In the triangular detection region, vertical edge points are extracted and accumulated
along the vertical direction. If the largest number of the accumulated edge points 1s larger
than a threshold, fitting process i1s started with Model 2. Such an extracted vertical line
could belong to either left side or right side of a U-shape model. Therefore, both the left
U-shape model and right U-shape model are used to initialize the fitting process. Then the
two fitting results are compared and the one with stronger horizontal edge strength along the bot-
tom side of the U-shape model is selected as the detection result. Later, a new tracker is started.

In a side detection bar, if the number of edge points is larger than a preset threshold,
a new tracker is started with Model 1.

Detection triangle |
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Fig.5 Detection regions in Frame 1933 include a triangular region and two bars

7 Analysis of experimental results

Our test image sequence data is from the PETS2001 datasets: //www. visualsurveil-
lance. org/PETS2001.

The sequence consists of 2786 images whose resolutions are 768 X 576 pixels. In the
whole sequence, cars enter and disappear in the distance or sideward. At the end phase of
the sequence, the camera-equiped vehicle turns right from the middle lane to the right
lane. The system successfully realizes lane detection, car detection and tracking across the
whole sequence. Some outputs of the system are shown in Figs. 6~9. Worth of mention is
that we encounter zero false alarm in the sequence. False alarm means that the system de-
tects a car on the location where no car exists. That i1s due to the good results of lane de-
tection. The average processing time per frame is 12ms on a Pentium [[| 450Mhz PC.

Fig. 6 Outputs of the system at frame 1474. The car is running under a bridge. The white U shapes
are car tracking results. The white straight lines are lane detection results
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Fig. 7 Outputs of the system at frame 1734, Fig. 8 Qutputs of the system at frame 2012. A

Multiple cars are tracked simultaneously. The car 1s detected in the distance while multiple cars
white U and rectangle shapes are the tracking re- are tracked. The white U shapes are car tracking
sults. The white straight lines are lane detection and detecting results. The white straight lines are
results lane detection results

Fig. 9 Outputs of the system at frame 2779. The car is tracked while the camera-installed car is turning
right from the middle lane to the right lane. The white U shapes are car tracking and detecting results.
The white straight lines are lane detection results

8 Conclusions

This paper presents a vision system for multiple car tracking on the highway. The
system includes four main modules: lane detection, car detection, multiple car trackers.,
and a process coordinator. The important feature of our system 1s that it uses separate 2-D
models for passing car and distant car, and switches them based on the positions of tracked
cars. In addition, although our system takes advantage of the prior knowledge of the
structure of cars, this knowledge is not as strong as that in | 6,9,10]. However, the sys-
tem needs more tests for improvement, especially under the critical conditions, such as bad
weather, inverse lighting and occlusion events.
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