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Robotic Calibration-Free Hand-Eye Coordination Based on
Auto Disturbances Rejection Controller?’
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Abstract A nonlinear mapping model between image and robot space for the robotic calibration-
free hand-eye coordination problem is analyzed, and it 1s viewed as system unmodeled dynamics.
Based on the principle of Auto Disturbances Rejection Controller for dynamical system with uncer-
tainty, the robotic calibration-free hand-eye coordination controller is designed through compensa-
ting for the non-modeling dynamics and disturbance. This kind of controller, unlike other meth-
ods, is independent of specific tasks, and provides a unified approach for uncalibrated robotic visu-
al servoing. Simulation and experiment results demonstrate the effectiveness of this method.
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1 Introduction

The essence of the calibration-free approach to hand-eye coordination or visual servo-
ing 1s to utilize the visual information fed from the camera to plan the robotic control so as
to fulfil the prescribed task without any knowledge or with little knowledge of the eye-
hand relationship and the camera model. Due to the great potential of the calibration-free
eye-hand coordination technology, much research has been done in this area. The basic
and the most investigated approach is based on the image Jacobian matrixt!?
ar Jacobtan matrix is used to approximately describe the nonlinear mapping between the
position error in the image space and the robotic control, the Jacobian matrix is changing
and needs on-line real-time estimation for the whole workspace as well as during the whole
process of task fulfillment. Evidently, an on-line accurate estimation of the Jacobian ma-
trix is the key to the effectiveness of this approach.

Currently, the following problems need to be solved for the estimation of the Jacobian
matrix. 1) The estimation methods and procedures depend on the system configuration and
the prescribed task, and it is difficult to give a general design theory'®. 2) The estimation
accuracy 1s related to the position of the manipulator in the workspace as well as the visual
field, and no consistent tracking characteristics can be achieved. 3) The current estimation
methods have problems such as estimation-lag, singularity, convergence and convergence
speed. Especially, in dynamic circumstances, the aforementioned problems become more
serious.

The artificial neural network (ANN) is proposed in [ 4,5 ] to approximate to the in-
verse Jacobian matrix to achieve satisfactory positioning with some success. However, the
linearity of the Jacobian matrix has restricted the performance of the ANN, Thus, the re-
search on the direct mapping of the nonlinear model from the visual observation error to
the robotic control with the use of the ANN"*"%) i{s a breakthrough in the studies of the cal-
ibration-free robotic eye-hand coordination. Unfortunately, since the off-line training of
the ANN needs as many training samples as possible from the whole robotic workspace,

. Since a line-
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which has resulted in a large workload and a doubtful feasibility. This approach is restrict-
ed in practice.

The auto disturbances rejection controller (ADRC) 1s a nonlinear controller for a sys-
temn with uncertainty. With estimation of the system’s unmodeled dynamics and the exter-
nal disturbance, and by using the extended state observer (ESO) output and the real-time
compensation for the control input, the control for a system with an uncertainty is real-
ized""*!), Therefore, in calibration-free robotic hand-eye coordination, if the image Jacobi-
an matrix is regarded as the system’s unmodeled dynamics, a controller for robotic eye-
hand coordination can be designed based on the principle of the ADRC. On-line compensa-
tions for the varying Jacobian matrix with the use of an ESO are then supplied to the con-
troller so that calibration-free robotic eye-hand coordination is achieved. This approach of-
fers a task-free strategy for the estimation of the Jacobian matrix, and effectively solves
the aforementioned problems.

This paper analyzes the nonlinear mapping between the image plane and the robotic
workspace. The nonlinear mapping is then transformed to an appropriate model form for
the ADRC. A controller design is presented for a single-eye robotic tracking. Simulation
and experiment results demonstrate the efiectiveness of this approach. As is seen, 1t suc-
cessfully suppresses the effects of the model uncertainties and system disturbance, and
therefore has a strong adaptability and robustness.

2 The visual mapping model

Under the single-eye global visual feedback, the task of the robotic eye-hand coordi-
nation is to design a robotic control that makes the target position and the hand position o-
verlap each other in the image by using the error observed between them in the image,
Suppose that the hand position is W= (x, +v.»2,)" in the robotic coordinate system and is
P=(p.,p,)" in the image observed by the camera. The target position in the image is P~
=(ps »p, )", which is also the desired hand position in the image. The relation between

the hand position in the image and that in the robotic coordinate system can be expressed
as

P = g(W) (1)
where g( + ) is a function representing all the effects caused by the eye-hand relationship

model, the robotic manipulator model and the camera model. Differentiation of the both
sides of (1) leads to

W=U

P=JW)U
where U= (u, ,u, u,)" is the velocity vector in the robotic coordinate system, which is the
system control input. J(W) is the Jacobian matrix of g(W). Eq. (2) describes the differ-
ential change of the hand position at a certain instant in the image caused by the differential
hand motion in the robotic coordinate system. The essence of calibration-free is to estimate
at any instant the current Jacobian matrix. Then based on its inverse matrix and the pre-
scribed hand motion in the image, the calculation of the necessary hand motion in the ro-
botic coordinate system is done.

Under the single-eye global visual feedback, U and P are 3-dimensional and 2- dimen-
sional, respectively. Therefore, the Jacobian matrix defined in (2) can be expressed as

S Ju S
W) =
STV =11 Tn Tu. (3)

(2>

Then
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3 Control scheme based on the ADRC

Since the essence of the Jacobian matrix approach is to design an on-line estimation
method for the Jacobian matrix, lengthy try-and-error or iterations are used, where the
former increases the cost ot the system and works only for a static or slow-varying system,
and the latter has time-delay, singularity and convergence problems. Their common draw-
back 1s that both of them are related to a specific task and lack a general design law.

The Auto Disturbances Rejection Controller (ADRC) is a kind of nonlinear controller
for a set of uncertain systems. It generally composes of three parts: the tracking differen-
tiator ('TD), the extended state observer (ESO) and the law of nonlinear state error feed-
back (NLSEF). The TD is used to properly arrange the transient process of the system,
while the ESO is used to observe the system output and estimate the system’s unmodeled
dynamics and the external disturbance. The NLSEF 1s a nonlinear control law that pro-
duces system control {from the combinations of system errors of different orders. Through
proper selections and adjustments of the functions and parameters in TD, ESO and
NLSEF, the ADRC is able to control a set of uncertain systems of the form'® ",

W = f(rydy Ly ™V yw()) +boult) (6)
where f( * ) 1s the unknown function, w(t) is the system external disturbance, u«(¢) 1s the
system contro] signal, and b, 1s a known constant.

Let us now rewrite the visual mapping model in a form suitable to the ADRC. Sup-
pose, in the robotic workspace, a reasonable estimate of J(w) is

T(W) — J 1 ~112 {13 (7)

F ]

_J21 JZZ ]23“

System disturbances & (¢) and & (¢) are introduced due to the system model inaccuracy,
the errors in image detection and the external disturbance, and then (5) is rewritten as

fP_r — (Jn —‘jn) ° u:+J12 ¢ uy+]13 ’ Uz+51(f)+j11 * U, (8)
S . -

Y :J21 ' uI‘}_(JZZ""]ZZ) ¢ uy_|_.]23 * uz"l—ez(t)‘i—]gg * U,

Suppose

faz(f-) — (Jll _‘ju) * HI+J12 . u}r+]13 * uz+51(t) (9)
< .
ﬂy(t) — ]21 ¢ HI+(JE:2“J22) ’ H3+J23 ° uz+52(t)

(8) can be rewritten as

r 'I — I(t) j * L
[P S (10)
kp}f - a:f(t) _'_]23 *u,

Thus, the original system is decoupled into two first-order systems, where a, (¢) and a,(2)
are the total system disturbances (including the system’s unmodeled dynamics and the ex-
ternal disturbance) in the x direction and the y direction, respectively.

Two ADRC are designed for the control in the x direction and the y direction, respec-
tively. The tracking control in the = direction is taken as the example to demonstrate the
design of the ADRC. From (10), we obtain the system equation:
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T, = U,
1P = az(t)+jllur (11)
V1 = P

where p, is the system state variable, y; is the system output, and u, 1s the control input.
When p; (¢) is the system input, design the ADRC as follows:

rzi r rrfal(zl_x T p.:: ‘!a[}_.r ‘!8{]_;1:)

€ » = zZ_I_pI

'2.2 r — <3 _xr [:"1_:.-:_][“‘:1Z (E-‘J_r.r !al_.r !31_.1:) _I_ JI] Uy

< 2":3 x bz_.rfaz (E(}_I !'az_,r !62__1:) (12)

EI xr — <] .r_zz_.r

Uy » = k{lﬁ.rfaz(ela_:r yQ, 50, )

Uy = Uy » — z&_.r/jll

where

'e|*sign(e), |e|>0
g/0' %, el O
Similarly, the controller in the y direction can be designed. The overall system control dia-

fal(e,a,0) = (13)

gram is given in Fig. 1, where b, is corresponding to J,, and J,, in the x direction and y di-
rection, respectively.
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Fig.1 The ADRC —based structure of calibration —free robotic hand —eye coordination

4 Simulations and experiments
4.1 Simulations

In our simulations, the camera focal length f=6mm, the camera image plane quanti-
zation resolution are N, =4, 9/582mm/pixel and N,=3. 7/512mm/pixel. Define the center
of the image plane as the origin of the coordinate system. The rotational angles of the cam-
era pose with respect to the robotic base coordinates are ¢=280", 0=—70" and ¢=—160"
and the translational movement vector is T=[40, 10, 1500 ]' mm.

The initial positions of the hand and the target are at the origin and at the coordinates

(0, 150) in the image plane, respectively. The target 1s making a circular movement,
which is unknown to the robotic controller.

<’p; (¢) = 150sin(t/5)
L p, () = 150cos(z/5)
Suppose that the external disturbance in both the x and y directions are normal dis-

(14)
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tributed random noise with a maximum magnitude of +5 pixels and a zero average. Same
ADRCs with same control parameters are used in both the x and y directions. The parame-
ters selected are shown in Table 1. The system response is given in Fig. 2.
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Fig.2 The tracking trajectory of the hand in the image plane with the ADRC
to track a planar moving object

Table 1. The ADRC parameters used in the simulation

TD ESQO NLSEF Est. of by
ag 0o r ay 0) b az 0 2 b2 a 0 ko jli jzz
0.5 0. 1 10 0.1 1 10 0.1 2 60 0. 1 10 30 0.9 0.9

It is seen from Fig. Z that the hand can catch up and track the target quickly. Fig. 2 al-
so shows that the tracking in the x direction presents a rather large error systematically,
which occurs when the direction of the movement of the £ component i1s changing.

4.2 Experiments

In our experiments, the robotic hand is to reach the target in the workspace, which is
now a plane., When the error between the position of the hand 1image and that of the target
image 1s within a certain range, the task 1s done. The camera 1s fixed above the plane
where the robotic manipulator works so that it can observe both the manipulator and the
target. Same order and structure of ADRCs are used in both the x and y directions. In or-
der to overcome the larger tracking error in the x direction, the parameters for each of the
directions in the ADRC are selected differently and empirically as shown in Table 2 and
Table 3, respectively. Fig. 3 and Fig. 4 show the example of the system response and the
control input in the x direction, respectively.
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Fig.3 System response in the x direction Fig. 4 System control in the r direction

(the velocity of the gripper)
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Table 2 The ADRC parameters for x direction used in the experiment
%"—*—“ﬁ

TD ESQO NLSEF
a, o r a, 0 b a, 02 bz a 0 ko jn
0.9 15 130 0.1 8 80 0.1 8 100 0.1 1G 400 0.4

Table 3 The ADRC parameters for y direction used in the experiment

TD ESQO NLSEF
a, o r a, 01 b a, 02 bz @ g ko jzz
0.5 10 100 0.1 8 150 0.1 8 200 0.1 8 320 0.6

Fig. 5 demonstrates the motion trajectory of the hand in the image. During the 0~9
sampling periods, the target is always still at (113, 108). The initial position of the hand
is at (17, 4). At the 9™ sampling instant, the hand is at (71, 79), which is close to the
target, and the target is moved to a new position (184, 212) (in this neighborhood, there
is another target position seen, which is the instant target position taken by the camera
during the motion). Then the hand keeps on moving toward the new target position. At
the 16™ sampling instant, the hand moves to (200, 207). The position difference between
the hand and the target 1s now smaller than the prescribed threshold. The system then be-
lieves that the hand has arrived at the target position and the motion stops. In the whole
process, both the control inputs and the hand tracking movements are smooth, which con-
firms the effectiveness of the parameter selections.
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£ 100}
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Fig.5 The tracking trajectory of the hand in the image plane

S Conclusion

A new approach based on the principle of the ADRC is proposed for calibration-free
robotic eye-hand coordination without any knowledge of eye-hand relationship and camera
parameters. This approach is different from the conventional control strategy for calibra-
tion-free robotic eye-hand coordination, and it is based on the Jacobian matrix in the sense
that the estimation of Jacobian matrix is independent of specific tasks and system configu-
ration, thus has a general meaning. A typical case is analyzed in this article. The design
procedure of the ADRC for calibration-free robotic eye-hand coordination is presented.
Simulations and experiments demonstrate that this approach suppresses the effects of the
external disturbance, and therefore has a strong adaptability and robustness.

The tuture work lies in the studies of the further application of the ADRC theory in
the calibration-free robotic eye-hand coordination control, especially the application of the
ADRC in the case that the robotic model itself is unknown.
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