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Abstract We present a distributed surveillance system that uses multiple cheap static cameras to
track multiple people in indoor environments. The system has a set of Camera Processing Modules
and a Central Module to coordinate the tracking tasks among the cameras. Since each object in the
scene can be tracked by a number of cameras, the problem is how to choose the most appropriate
camera for each object. This 1s important given the need to deal with limited resources (CPU,
power etc, ). We propose a novel algorithm to allocate objects to cameras using the object-to-cam-
era distance while taking into account occlusion. The algorithm attempts to assign objects in the o-
verlapping field of views to the nearest camera, which can see the object without occlusion. Exper-

imental results show that the system can coordinate cameras to track people and can deal well with
occlusion.
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1 Introduction

Rapid advances in technology have made cheap sensors and especially cameras avatla-
ble. This has changed the goals of surveillance {from building surveillance systems using
only a single, powerful camera to building surveillance systems deploying many cheap
cameras. Moreover, many types of monitoring require large spaces to be monitored from
several viewpoints, and such problems have found no robust solutions with earlier tech-
niques. The scenario we consider 1s many static cameras monitoring a large area, dividing
up the area and objects among themselves, The problem i1s of tremendous current interest,
and other teams such as VSAM" are working toward this goal. The ability to analyze data

1"l

from such a “forest ot sensors” "’ should improve existing surveillance and monitoring meth-

ods.

The problem is complex given the limited capabilities of camera on-board processing
and the difficulties in coordinating many cameras. Assuming that a number of cameras can
solve the same tracking tasks, the issue is how to choose the most appropriate camera for
each task. This can be regarded as a coordination problem in that the goal 1s to maximize
the reliability of the tracking system given that there is limited processing capability availa-
ble for each camera. The key question we seek to answer i1s: given overlapping field of
views (FOV) of the cameras and multiple people moving around, can we find a good as-
signment algorithm to track the people reliably? The algorithm should deal well with situa-
tions where a person moves trom the FOV of one camera to the FOV of another camera, or
when a person is occluded by others,

This paper presents a distributed surveillance system. It operates in indoor environ-
ments and uses multiple cheap static cameras to track multiple people. Unlike other track-
ing systems, in this system, a novel algorithm is introduced to allocate people to the cam-
eras. With the help of this algorithm, the system can track people reliably even with the
limitation of camera on-board processing.

1> Grimson E. VSAM. URL.: http://www, ai. mit. edu/projects/darpa/vsam/. 1998
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The paper is structured as follows. The next section reviews work 1n the tield of mul-
tiple object tracking using multiple cameras. We then introduce our distributed surveil-
lance system and describe the object assignment algorithm in detail. Finally, the ability of
the algorithm to maximize performance in the presence of occlusion is demonstrated in ex-
perimental surveillance scenarios.

2 Related background

The problem of using cameras to track people has been investigated for a long time.
There have been numerous surveillance systems for detecting and monitoring people activi-
ties in indoor or outdoor environments, These systems can be classified as single camera
tracking systems and multiple camera tracking systems.

Several robust single camera tracking systems have been presented in [ 1~5]. Intille

et al. present a real-time system'! that uses a single camera to track multiple non-rigid ob-
jects, which interact with each other often. They propose a nine-step procedure to match
blobs with current objects in the scene. However, the accuracy of this matching procedure
ts not very high. Haritaoglu et a/. described a system"*' to monitor people activities in out-
door environments. The system 1s able to track multiple people even with occlusion by em-
ploying a combination of shape analysis and tracking. Wren et al. propose a system'?! that
uses a multi-class statistical model of color and shape to detect parts of a person such as
head, hands and feet. The system is improved to work with stereo cameras to track 3-D

5, Single camera surveillance systems are not very useful for

movement of the human body
many applications because they work in compact areas, while in many situations it 1s re-
quired to monitor people activities in large, complex environments.

Recently, work on tracking people with multiple cameras has emerged'”™'*. In multi-
ple camera tracking, many problems arise. On the one hand, we have to solve the prob-
lems 1n single camera tracking such as object segmentation, object occlusion, and so on.
On the other hand, we have to deal with the new issues that arise when there are multiple
cameras 1n the system. These include how to identify a person when he moves between the
FOV of the cameras and how to coordinate the cameras to track people.

There are two approaches used 1n building tracking systems that comprise multiple
cameras: a centralized approach or a decentralized approach. With the centralized ap-
proach, the surveillance system needs to fuse the data at a central server'™, This leads to
the computational and communication bottlenecks at the central server when the number of
cameras increases. |hus, the decentralized approach i1s becoming of more interest. Rao et
al. describe a distributed tracking system'™, in which a completely decentralized algo-
rithm for Kalman filtering 1s run on each node simultaneously. However, they do not con-
sider the problem of dividing the tracking tasks among the cameras to make the system

1% present a design of general distributed

work more efficiently. Regazzoni and Marcenaro
multi-sensor surveillance systems. They also describe six major 1ssues relating to distribu-
ted surveillance systems: the system architecture, the information processing, the commu-
nication, the data fusion at different levels and the performance evaluation.

Some robust multiple camera tracking systems have been developed. The VSAM pro-
ject at CMU' developed a system using multiple pan/tilt/zoom cameras to monitor activi-
ties over a large area. New targets detected in the scene are classified using neural net-
works. Then the system uses multiple cameras cooperatively to track targets through the

%] present a monitoring system, which uses multiple static

scene. Stauffer and Grimson
cameras and works 1n indoor as well as outdoor environments, The system is able to classi-

fy different kinds of objects and learn variety of object activities. Orwell et al. present a
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tracking system''®! that uses several cameras placed far from each other. The system mod-
els the color distributions of objects, then uses this information to recognize them when
they appear in the FOV of other cameras.

3 Overview of the distributed tracking system

Our aim 1s to build a cheap surveillance system to track people moving in indoor envi-
ronments. The system consists of multiple cameras, each connected to a computer on a lo-
cal area network, We use static cameras in the system because of their low price. The
camera FOVs overlap one another, Therefore an object may be viewed from several camer-
as at a time. Due to noise, objects need to be tracked by Kalman filters'!’!. There are two
approaches to tracking an object using Kalman filters: 1) it 1s tracked by all cameras that
can see the object, and 2) 1t is tracked by only one appropriate camera. The object is ro-
bustly tracked with the first approach, but more computational resources would be re-
quired for the system because it needs to maintain more Kalman filters. Moreover, the in-
crease of the tracking reliability sometimes i1s not worth the additional computational costs.
Because of the limitation of camera on-board processing, we choose the second approach
for our system. With this approach, the system still can track objects reliably with the

help of Kalman filters, but it requires an algorithm to assign each object to a suitable cam-
era.

The distributed tracking system is shown in Figure 1. With each camera, we have a
corresponding Camera Processing Module (CPM) running on the computer that the camera
1s connected to. The system also has a Central Module (CM) that maintains a set of cur-
rent objects in the entire scene and coordinates the tracking tasks between the CPMs. Each

CPM then needs to process the video stream to track the objects that are assigned to the
CPM by the CM.

Camera 1 Camera 2 Camera 3 Camera n—1 Camera »n

=
[ cpmo)( cpm 1] [CPM 2 | LCPM_H*—ZJ[CPM ntlj

Computer Computer Computer

L —

Computer

Network

Fig.1 A system of distributed network of cameras

Figure 2 shows the data processing and communication that takes place in a CPM and
the CM., The left block shows the tasks performed at the CPM. The image captured by
the camera is processed by the blob segmentation step to extract the motion blobs (the
step A in Figure 2). The CPM also initializes a set of Kalman filters to track objects that
are assigned to the camera (step B in Figure 2). These Kalman filters are updated using

the blob information. The right block shows the tasks performed at the CM., The CM

maintains a set of current objects in the scene and assigns each of them to a suitable cam-
era.
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Fig. 2 Processing at a CPM and at the CM

4 The camera processing module
4.1 Blob segmentation

The blob segmentation step (step A in Figure 2) extracts motion blobs from the im-
age sequences using background subtraction. To do this. we need a background model.

There are many methods to build background modelg*7 131721 Some methods model
the intensity of each pixel of the background with a normal distribution ="', Others use a

mixture of Gaussian distributions to model pixel values''™" . However, these methods are
computationally expensive. Qur system runs in indoor environments, so for simplicity and
fast computation, the background image 1s first computed as the average of several ima-
ges, and then updated periodically to adapt to the changes in the scene.

The foreground pixels are found by comparing the current image with the back-
ground. We detect the boundaries of these foreground pixels by a chain-code algorithm-*'

The blobs of motion are computed based on these boundaries. Due to the camera noise and

the similarity of the object and background color, an object may be broken into several
blobs. Therefore. two blobs that are near each other are merged 1nto a single blob. We do
this by merging recursively until all resulting blobs are well separated. After merging,
blobs that are too small are considercd as noise and discarded. Figure 3 shows an example
of the results of the blob segmentation step at a CPM.

Images

Motion blobs
Fig. 3 Examples of blob segmentation at a CPM
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4.2 The Kalman filters

A Kalman filter'!”) is initialized every time the CPM is assigned to track a specific ob-

ject. The state vector of a Kalman filter K 1is:

l:}er ’k:»' ’}evr ’kvy ’k!?’ ’krg ’krb !}36;— Jebg Fkbb]T (1)
where (k,,k,) is the estimate of the object’s feet on the image, taken as the center of the
bottom edge of the object bounding box, (&, s4,,) is the velocity of the object’s feet, (&, ,
ki skydand (k, 5k, sk, dare the estimates of the average red, green and blue color compo-
nents of the top halt and bottom half of the object. Normally, the average of the top half
color of an object characterizes the color of the shirt of the person, and the average of the
bottom half color characterizes the color of the trousers of the person. All these variables
are assumed to have Gaussian distributions.
4.3 Matching blobs to the Kalman filters

Blobs extracted from the blob segmentation step are the observations of the Kalman
filters. We need to find which blob corresponds to the observation of which Kalman filter.
This task 1s performed by the blob-to-Kalman-filter matching step (step C in Figure 2).

We use the position and average color properties to find the match. The probabilistic
distance between a blob B and a Kalman filter state K is defined as.

d,(B,K) = P(b,,b, | k,sk,) (2)
where (b, ,b,) 1s the center of the bottom edge of blob B, The blobs that are too big or too
small are not considered in the matching step. We also enforce three hard constraints to
exclude invalid matches:

d  (B.K)<thresy,

2YP (b, +b,, +b, LRy sk s ki )SSthres .

3)P(b,, 'belg O | R4y ’khg o Ry )gfh?’e-?mmr
where thres,, and thres,,, are the distance threshold and color threshold respectively, (4,,,
b, sbydand (b, b, +b,, ) are the color properties of the blob B similar to the color proper-
ttes that have been detined tor Kalman filter K.

We find a set of matched (blob, Kalman filter state) pairs, so that the total match
probabilistic distance is minimal. This is an instancc of the bipartite matching problem"?*.
In our system, we use the non-iterative greedy algorithm!® to solve this problem. It
works as follows

1) Choose a valid pair (B, K) for which the probabilistic distance d, (K, B) 1s the
minimum. QOutput the match (B, K).

2) Remove B {rom the list of blobs, remove K from the list of Kalman filter states.
Return to Step 1 if there are still valid (blob, Kalman {filter state) pairs.

Because of occlusion, a Kalman filter may have no observation. In that case, it con-
tinues to estimate the object properties for some time period. After this period, if the Kal-
man filter still has not received the observation, the corresponding object 1s considered
having the status of a “lost” object. The Central Module (CM) will try to switch the task
of tracking this object to another camera.

5 The central module

At the CM, we maintain a database of current objects in the scene. For each camera-
object pair, the database keeps information on whether the camera is currently tracking the
object with the Kalman filter, or is not tracking 1t but can see the object in 1ts FOV. Addi-
tionally, the camera might not see the object clearly if it is occluded or not in the camera's
FOV. Figure 4 shows an example of the object database at the CM at a particular time.
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Camera | Camera 2 Camera 3
Object 1 tracked not seen seen, but not tracked
Object 2 seen, but not tracked tracked not seen

Fig.4 The status of the database at a particular time

In order to construct this database, the CM performs the {following steps. If an object
is being tracked by a camera (decided by step G in Figure 2), it is assigned the label of
“tracked”. The properties of this object are updated by getting information from the corre-
sponding Kalman filter (step E in Figure 2). For any remaining blobs detected but not
matched in step C, they are matched with other existing objects in the database using real-
world position and color properties (step F in Figure 2). The purpose of this matching is
to let the system know which objects each camera can see clearly. The distance between a

blob B and an object O 1s defined as:
d,(B,0) = (b, —o0,.)"+ (b, —o0,,)" (3)

where (b,,,b,,)and (o,, .0,,)are the real-world positions of blob B and object O respective-
ly. They are calculated from the image positions of blob B and object O by the calibration
step. A match between blob B and object O must satisly three constraints:

1)d, (B O)<thres, g

2)max{ | b, =0, |+ b, =0, | s by =04 ) thres oo

B)mﬂX{ by, — 0y, | ’ Ibbg Oy [ ’ Ibf’;b T Opy }gthreswmfnr
where (o,, ,0,, y0,, )and (o, ,0,, y04, ) are the average colors of the top half and bottom half of
object O, thres,y;, and thres...., are the distance and color thresholds., We have the same
bipartite matching problem as in Section 4. 3. The same algorithm 1s used to find the blob-
to-object correspondences. When a matched (blob, object) pair is found, the object is con-
sidered be “seen, but not tracked” by the camera that detects the blobs.

6 Assigning objects to the cameras

In this part, we propose an aigorithm to assign objects to the cameras using the ob-
ject-to-camera distance while taking into account the object occlusion. We also introduce a
function to measure the performance of the tracking system. This function is then used to
evaluate our assignment algorithm.
6.1 Quality of service of a tracking system

In many cases, we need to compare the operation of a tracking system working with
the different parameters and algorithms. To do that, we need a function representing
quantitatively the performance of tracking systems. We term this function the Quality of
Service (QOS) function. The QOS function is delined based on the sizes of the objects in
the image and the object occlusion status as follows.

n— 1

Qau — @S (.Cu s " ecn—i aO{} 9'"50;-”—1) — 2 Z:CQCDS(C‘I 5O) (4)

=10 ()& {2
where Q,;, 18 the QOS of the whole system, QOS(C;, O) 1s the QOS which camera C; gives

to object O, ; is the set of objects currently tracked by camera C,.

The QOS that a camera gives to an object equals the estimated size of the object ob-
tained from the Kalman filter. Thus, the closer the object 1s to the camera the higher the
QOS becomes. Should the object be occluded, the Kalman filtering estimate is then used
for several frames, after that the object 1s considered as lost and the QOS drops to zero.
6.2 Object assignment algorithm

At each new time step, objects are re-assigned to the cameras. For a reliable tracking
system, we need an object assignment algorithm to obtain the highest QOS for the sys-
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tem. In Equation (4), the QOS of the system is maximized when each object is tracked by
the camera that can view it with the largest size, Usually, in the case of no occlusion, the
nearest camera will give the largest view of the object. If there is occlusion, an object
needs to be tracked by one of the cameras that can see it clearly. Therefore, we have the
assignment algorithm as follows: with each object, among the cameras that see this object
clearly, choose the nearest one to track the object. In the case that no camera sees the ob-
ject clearly, the object continues to be assigned to the current camera.

The system gets the set of cameras that can see an object clearly trom the database at
the CM (see Section 5). The distance between a camera and an object can be calculated u-
sing their positions in real-world space. Therefore, the assignment algorithm described a-
bove can be easily implemented in the system.

To see how the algorithm works, assume that an object O 1s being tracked by a camera
C. When object O moves out of the FOV of camera C, camera C can no longer see object O
clearly. Then, the algorithm will switch the tracking of object O to one of the cameras that
see 1t clearly. Thus, the system can avoid losing the object. In the case that object O is oc-
cluded, the system will attempt to switch O to the camera that views 1t without occlusion.

By this switching step, the system can take the advantage of multiple cameras to deal with
occlusion,

7 Experimental results

We have implemented the tracking system in a real environment. The goal of the sys-
tem 1s to find the trajectories of people in the scene., We demonstrate the capability of the
system to track people reliably in a large environment.

7.1 The environment

The environment consists of a corridor, the Staff room and Vision lab. We have
mounted six static cameras in the environment, of which three (cameras 0, 1 and 5) are in
the Vision lab, two (cameras 2 and 3) are in the corridor and the last one (camera 4) 1s in
the Staff room. Figure 5 shows the positions of these cameras. The camera FOVs overlap

| working table
|

camera_4

Staffroom
camera 3 camera 2
left entrance [ Corridor | right entrance
warking table
v/ cgmera O
Vision Lab I
camera 3 *ﬁ camera 1

Fig. 5 The positions of cameras C;, ~C;
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each other and covers most of the ground plane in the scene. Figures 6(a)~ () show the
scene viewed from the six cameras. All cameras are calibrated to get the correspondence
between points on the floor (ground plane) and points in the image. People enter to or exit
from the scene via the left/right entrances of the corridor.

We consider several scenarios having some people walking in the environment. Each
scenario is recorded in six video files. Each video file contains the sequence of frames of
each camera view. The frame rate of the recording is 15 frame/sec. These files are taken
as the input for the tracking system. We can re-run the experiments to compare the track-

ing reliability of the system for different switching algorithms.

(d) camera 3 (e) camera 1 ({) camera 5

Fig. 6 The scene viewed from the six cameras

7.2 Extracting the people trajectories

We get the people trajectories from the recorded scenarios. Figures 7(a)~ (¢) show
the people trajectories returned from the system in scenario 1. In this scenario, the system
has detected the appearance of three people and monitored their trajectories. Person 1 en-
ters the scene via the right entrance, walks round the Vision lab and takes the right en-
trance to exit (see Figure 7(a)). Person 2 enters the scene via the right entrance and takes
the left entrance to exit (see Figure 7(b)). Person 3 enters the scene via the left entrance
and takes the right entrance to exit ( Figure 7(c¢) ). Figures 8(a) —~ (c¢) show the people

trajectories returned from the tracking system in another scenario. In this scenario, the

system has also detected the appearance of three people and extracted their trajectories
accordingly. There is reasonably seamless integration across cameras to form one trajec-
tory.

We examine how the system uses multiple cameras to track person 2 in scenario ]
( see the trajectory in Figure 7(b) ). At each time, person 2 is tracked by only one cam-
era with a Kalman filter. Figure 9 shows which camera tracks person 2 (i1n dark shirt)
with Kalman filter at which period of time. In each image in the figure, the white boxes
are the blob bounding boxes, the black boxes are the estimate bounding boxes by the

Kalman filters. It can be seen that person 2 i1s tracked by the camera that has the best
view of him all the time.
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Fig.9 The periods of time that each camera tracks person 2 in scenario 1

7.3 Dealing with people’s occlusion

The system uses the advantage of multiple cameras to deal with occlusion. We exam-
ine what happens in the Vision lab, where we have mounted three cameras (cameras 0, 1
and 5). We consider scenario 1 at 55,57 and 60 seconds, when there are 3 people in the lab.

Figures 10(a), (b) and (c¢) show the views {rom cameras 0, 1 and 5 respectively at 55
seconds. The black boxes in Figure 10(b) show that person 2 (in dark shirt) is currently
tracked by camera 1. At 57 seconds, the person 2 overlaps person 3 (in striped shirt) from
the view of camera 1 (see Figure 11(b) ), therefore camera 1 cannot track person 2 proper-

ly. The system switches the tracking task ol person 2 to camera 5 to avoid occlusion (see
Figure 11(c)).

immmmmss g marega .

AR I P TR AR AP TTTV P AT
T A ':-5"{;.: .F T,

P

(a) cmera 0 | (b) camera 1 | (c) camera S

Fig. 10 Views from cameras 0, 1 and 5 at 55 seconds in scenario ]

Let us see another example of switching to deal with occlusion. At 57 seconds, person 3 i1s
tracked by camera 5 (see Figure 11(c)). Then, occlusion happens between person 3 and person 1
(in white shirt) in the FOV of camera 5 (see Figure 12(c)). Because of this, the task of tracking
person 3 1s switched to camera 1 which can view him clearly (see Figure 12(b)).

Bpl BN R o LA T AL, N
; ra

I e
; E

(a) camera 0 “ . () camera . | o (c) caea 5

Fig.11 Views from cameras 3, 1 and 5 at 57 seconds in scenario 1
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(a) camera 0 (b) camera 1 (¢) camera 5

Fig. 12 Views from cameras 0, 1 and 5 at 60 seconds in scenario 1

7.4 Examining the quality of service

To illustrate how the object switching algorithm described in Section 6 helps the sys-
temn track people reliably, we introduce another switching algorithm and make a compari-
son using the QOS function. The tormer algorithm assigns a person to a camera based on
the person-to-camera distance and the occlusion status. We call this algorithm Distance
and Occlusion Switching Algorithm (DOSA). The latter switching algorithm 1s described
as follows. It a camera 1s tracking a person, it continues to tracks this person unless the
person 18 occluded or out of the FOV of the camera. In the case of occlusion. the system
will assign this person to another camera. We call this algorithm Occlusion Switching Al-
gorithm (OSA).

We replace DOSA, which 1s currently implemented in the tracking system, with OSA
and re-run the system with scenarios 1 and 2. Figure 13 shows the comparison of the QOS
assigned to all people in DOSA and OSA in scenarios 1 and 2. As expected., most of the
time, DOSA maintains a higher QOS than OSA. To explain this, we see how the system
tracks person 1 in scenario 2 at 17 and 18. 5 seconds. At 17 seconds, person 1 is tracked by
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Quality of Service
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Fig.13 Comparing the QOS assigned to all people in DOSA and USA in scenarios 1 and 2
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camera 2 in both algorithms (see Figure 14(a)). At 18.5 seconds, in DOSA, the task of
tracking person 1 1s switched to camera 3 because he is nearer camera 3 than camera 2 (see
Figures 15(a) and (b)). But in OSA, person 1 is still tracked by camera 2 while camera 3
can offer a better view (see Figures 16(a) and (b)). This leads to the QOS assigned to
person 1 in DOSA being higher than in OSA at 18.5 seconds (see Figure 17).

The above results show that switching based on object-to-camera distance and occlu-

sion status helps the system track people better.
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Figure 15; Person 1 is switched to camera 3 at 18. 5 seconds in DOSA

(a) camera 2 (b) camera 3
Figure 16: Person 1 is still tracked by camera 2 at 18. 5 seconds in OSA
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time (in second)

Fig. 17 Comparing QQOS assigned to person 1 in DOSA and OSA in scenario 2
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8 Conclusion

In this paper, we have presented a distributed surveillance system to track multiple
people using multiple cameras. In the system, we introduced an algorithm to coordinate
the cameras to track people more reliably., The algorithm allocates objects to cameras u-
sing the object-to-camera distances while taking into account occlusion. We also have pro-
posed a QOS function to measure the performance of the algorithm, QOur experimental re-
sults show the robustness of our algorithm in dealing with the occlusion and its perform-
ance to obtain high QOS at all times.

In future research, we will consider the issue of resource allocation when dealing with
a large number of objects. When many cameras and objects are involved in the system, the
processing at all cameras should be balanced to avoid camera computational overloading.
To measure the tracking reliability of the system, the QOS function needs to take into ac-
count other parameters such as the camera frame rate, the number of objects currently

tracked by each camera, etc. This should allow the system to scale up to work 1n more
complex spatial environments such as a complete building.
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