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A Recognition Method for Static Words of Chinese Sign Language
Based on Fuzzy-Neuro Network"
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Abstract In this paper, a novel recognition method of single-hand static words of Chinese Sign
[Language based on fuzzy-neuro network is introduced. First, the fuzzy reasoning rules and the
network structure are established using empirical knowledge. Then the membership function pa-
rameters for each fuzzy subset are obtained by learning. For the learning process, a new kind of
empirical risk function is proposed which is differentiable and can be minimized by gradient descent
strategy. This method is compared with others through experiments and its validity and reliability
are confirmed.
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1 Introduction

As a kind of nature language, sign language is the primary mode of communication for
most deaf people. The aim of the recognition of sign language 1s to provide computers with
an efficient and accurate mechanism to translate human sign language into text or
speech'’!., Words of Chinese sign language (CSL) are mainly expressed by two types of in-
formation: one is the hand pose information, which includes bending angles of hand joints
and relative positions of fingers; the other is the gesture information which is the trajecto-
ry formed when the hand moves in the 3D-space. So, from the viewpoint of recognition,
the CSL words can be divided into single-hand words and dual-hand words and the single-
hand words can be further divided into two categories: static words and dynamic words. In
this paper we only consider static single-hand words.

In this paper, a novel recognition method of single-hand static words of CSL based on
fuzzy-neuro network (FNN) is introduced, which uses the CAS-Glove'?! as the input de-
vice. There are 18 bending sensors fixed on the CAS-Glove to measure joints’ angles of the
user' s fingers and wrist. The fuzzy reasoning rules and the structure of the radical basis
function (RBF) networks are established using the empirical knowledge. Then the mem-
bership function parameters ot each fuzzy subset are obtained by learning. For the learning
process, a new kind of empirical risk function is proposed which is differentiable and can
be minimized by gradient descent strategy. In experiments this method 1s compared with
the method of fuzzy reasoning based on clustering and the method of feature matching, and
the validity and reliability of this method are confirmed.

2 Structure of fuzzy-neuro network" ‘-

Suppose X=[x; sx25***»2xn |]is a vector in the N dimensional space R", and the classi-
fier D is the mapping: R =W, where W= {w; sw;y s*** swn/ is the set of M class labels.
The fuzzy inference classifier is mainly based on the M fuzzy rules such as:

R_. 1IF (x;1s A,,,) and (x; is A,,,) and+*-rand (xn 1s An, ) THEN (class is w,,)
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where A;,, (1<i<N,1<m<M) are the input fuzzy term sets defined in the domain ot the

input variable z;. All the rules can be expressed by the neural network just shown as Fig.
1,which can be divided into 5 layers:

l.ayer 5
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1‘1 4B «IN
Fig.1 A fuzzy —neuro network used as classifier

Layer 1. Input layer. In this layer, the number of units equals the dimensions ot the
input vector.

Layer 2. Fuzzification layer. In this layer, u;, (1<CisCN,l1<cm<<M), the degree of
membership to fuzzy term set A,, of input variable x;, can be obtained by membership
function (MF). Here, MF is a radial basis function defined as:

tim = €xXp(— (x; — aim )/ bim) (1)

Layer 3. Rule layer. In this layer, the firing level of the m-th rule,x, , 1s obtained by

using the product operator:

N
#m:]_l‘#f’m’ l<m< M (2)
i=]

Layer 4. Normalization layer., Nodes in this layer perfom the normalization of firing
level coming from lLayer 3 as:

M

=1

Layer 5. Output layer. The strategy of Winner-Take-All is adopted in this layer to se-
lect the best output from all the rules as the recognition result. Namely, if #=arg max{S,.},

Frl

the output class label 1s w, and X & class w,.

3 Parameter learning
3.1 Empirical risk function

If the output of the classifier is w,, we can define the M dimensional output vector of
—1 k k11

network as Y={0,++, 0,1, O ,+-,0}. Let the group of learning data be { X" ,D* },
where 1<Ck<CK and K is the number of data, X*¥ is the input vector, D' is the teacher
vector of the classifier corresponding to the £-th input vector and D = {d.,” } ,1<{m=<M.
Then for the k-th input vector, if the actual output vector of the network 1s Y*®* = {47},
1<<m<<M, the empirical risk of this vector and the total empirical risk of all learning data
can be defined as.
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M
E® = =30 [y® —d (4)
1 K mzll K M
N (k) __ (k) __ 3(k)

The vector Y% can be determined according to the output vector S’ of the 4-th layer in
Fig. 1, where S = {s;? } ,1<<m<<M. If 52, =max{s¥ }, then

L

Yoo = lim (57 /s¥a)™, 1 <<m << M

wl—-—h":x_}

and sy, can be expressed as:

N “ e “ Y = Lim (ngk)wz )sz

— X
Wy

If w; and w; are both big enough and if w=max? w; ,';Uz }» then we can get

M
Y A |: (k)/(z Ok )”‘”] _ fnk)‘”/zs;k)w
=1

=
Substitute this equation 1nto Equatlon (4) , and refer to Equation (3). The empirical risk
function can be deduced as:

\DY ™
LiHm
M M 1 M rr;:l
k) A (Y (&)™ (&) | _ L1 (&)™ (k)™ (k) | __ Ty
B ~ 330 [/ 30 — a2 | = S 2/ S a2 | = T —
p— i=1 m—1 Y“lu(k)
A_.r

7=
where m, is the index of the element whose value is 1 in vector D'¥,

The empirical risk function proposed is differentiable and can be minimized by gradi-
ent descent strategy, so it is very convenient to be applied to the parameter learning
process. From analysis of deduction of Equation (6), it can be achieved that if w is big e-
nough, the minimization of E;” only guarantees that the maximum element in S and the
element of 1 in D* have the same index. However, a more strict condition is to ensure the
sum of all the non-maximum elements in S® is minimized so that the recognition result

from Winner-Take-All strategy is more believable., If w=1, the risk function becomes:
M

(k)
E :pm
m=1 M
L mz=m
E(k} — E{) . Mk o ank) (7)

E : (k) m =1
Fri m=m,

i=1 |
This risk {function can meet both constrains above. Moreover, it is so simple that when ap-

plied to learning, the complexity of computation becomes less and it is easier to deduce the
learning algorithm,
3.2 Parameter learning

The parameters that should be adjusted in the learning process are a;,, and &,,, (1<0i<C N,
1<Cm<CM), which lie in the MF of each fuzzy term set. According to the gradient descent
strategy, the parameters can be learned by

(B (k) (B
a.,,(ut+1) = aim(u)——wgaE ﬁam(u)—yz oL O

aa;m a Y aalm
B AE® aE(k} A
b;’m(u+ 1) = b,;m(u) B/, b, = b;,, (u) — 772 8 (k) a};lm

where 0<<n<(1l is the learning step, u is the number of iteratlons. A fuzzy term set can be
contained in antecedents of different rules, so suppose F is the set of the rules whose ante-
cedents are all interrelated with parameters a;,, and b,,,. Refer to Equations (1), (2) and
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(7), the iteration of all the parameters can be deduced as:

— (k)
¢ P B

" ané L (k) ﬁ
a‘tm(u_|_1): fl,;m(u) "'“‘)72*’( (1 _65’"";3) M E Srmk M 2 (k) (‘ri —aim<u)) .

J 25
1€ F ;k) ;kﬁ Din (1)
o ;Z;‘u j 1lu B J
r
tC F ) ) * * bz‘m(u)
and
(I(k) — a. (u))z
: — . _— 1 — O\ f?f) - ,Lf) . 1 ik) ! i
bim (u+ 1) = by () 277;{[< S V5P A 8o (5 — 1) T Gl
(9)

where §,, = <O’ L7,

. klg I —m,

4 Experiments and result analysis

Recognition of 32 static sign words from [ 7] is experimented with the network de-
scribed above. The fuzzy inference rule for each word is established based on the empirical
knowledge and the parameters are learned according to Equations (8) and (9).

In the experiments, the CAS-Glove is used as the input device, on which 18 bending
sensors are fixed.

Table 1 Recognition result of static words in CSL
- e - e

Methods FNN FCI Methods FNN FCI
Average Results
Indexes RR(%) ARB RR(%) ARB Indexes RR(%) ARB RR(%) ARB
thick 86 0,73 67 0, 14 add 75 0. 22 39 0. 06
thin 72 0. 15 48 0, 07 subtract 50 0. 08 52 0, 13 FNN
good 92 0. 35 57 0. 26 meter 77 0,59 54 0. 33
bad 95 0. 83 89 0.77 divide 99 0.78 87 0. 84
RR ARB
small 84 0, 68 58 0. 58 Zero 69 0,42 34 0,12
t 0.91 7 0. 93 49 .12 5 0.17
}?a.r y 96 8 one 0 3 81% 0. 48
ministry 87 0.43 62 0.12 two 01 0. 33 76 0.19
department 67 0. 25 26 0.16 three 04 0. 54 67 0. 13
bureau 52 0,23 32 0. 09 four 99 0.61 86 0. 65 FIC
office 77 0. 21 45 0,17 five 100 0. 92 94 0. 91
ti 86 0. 58 51 0,53 ' 92 0,61 74 0.42
section S1X RR ARE
gun 67 0. 24 o4 0.04 seven 72 0. 47 29 0. 16
74 0, 39 43 0. 39 ight 89 0, 56 03 0. 23
yuar i 6% | 0.9
j1a0 78 0. 40 46 (. 32 nine 63 0. 09 31 0.11
toilet 97 0. 87 65 0. 37 ten 78 0. 37 42 0. 07
ginger 92 0. 64 26 0. 18 mountain g3 0, 75 68 0.78

Because the objects to be recognized are static sign words, only 15 sensors shown 1n
Fig. 2 are taken into consideration. According to the
characteristics of Chinese sign language, the output angle
spaces of all PIP sensors except the thumb PIP are divid-
ed into such fuzzy term sets as: Small (S), Smaller
(SE), Bigger (BE) and Big (B), while the output space
of all the other sensors (including the thumb PIP Sen- N4/ _ Spread Sensors
SOI‘) are divided into Small (8)9 Middle (M) and Big // Palm Sensors
(B).

The curves of initial MF and learned MF are drawn
in real line and dotted line respectively in Fig. 3 (only 4

PIP Sensors

MIP Sensors

Fig.2 Sensors on the CAS-Glove
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sensors are given, others are similar). The learning data were sampled from 6 persons,
who expressed each word normatively according to [ 7]. Averagely, the number of samples
tor each word was more than 70. It is obvious that there are difierences between the initial
MF and the learned MF of each fuzzy term set, which mainly result from the nonlinear
components of the sensor characteristics, the disparity of stress and the uncertainty of ini-
tialization knowledge.

Membership Middle PIP Sensor Membership Index MCP Sensor

1OJE:?LE:.’J’:?E BE SE SE S S 1088 M M S S
0. 8 0. 8 |
0. 6 0. 6
0.4 ,r: 0.4
0. 2f 0. 2 ‘ _
130 170 160150 140 130120 110 100 8§80 Angle 180 170 160 150 140 130120 110 100 90 Angle
Membership Thumb Spread Sensor Membership  Palm Bending Sensor
B(B) M M S S B B M M S S
1' 0 [ "":-ﬁ.-ﬁ ST 1' 0 - -_'._ .rF_.-.
0. 8 0.8
0.6 0. 6
Q. 4 / 0. 4
0. 2 ' . 0. 2 ‘
0 ] ..-"'.'.'. . _ 0 | .-
90 80 70 60 50 40 30 20 10 O Angle 180 170 160 150 140 130 120 110 100 90 pApgle

Fig.3 MF of fuzzy term set

This FNN method is compared with the simple fuzzy inference method based on clus-
tering (FIC) tor CSL recognition. In the FIC, parameter a;, of each fuzzy term set is de-
tined as the mean of all the data belonging to this set and b,,, 1s the central second moment,
Besides the recognition rate (RR), we define another performance index, 1. e. , the average
recognition degree of belief (ARB). When a word is recognized correctly and the normal-
ized output is s,, 1<m<M,we denote m, —arg max{s,,; and call Sm, —max({s, ) as the de-

m m= m,

gree of belief (DB) of this word. The mean of DB on all times of correct recognition is
called the average recognition degree of belief (ARB).

The experimental results are shown in Table 1 (For the reason of space, the recogni-
tion times for each word is not listed. In experiments, every word was recognized more
than 182 times and expressed by several persons. The lower the RR of a word, the more
times this word was expressed). From the table, it can be concluded that the method pro-
posed in this paper has a higher RR and is more credible. However, some words have a
lower RR, such as “subtract” and “one”. A main reason is that the hand poses of these
words are similar and the difference is only the orientation of fingers. Because we only ap-
ply the information of hand pose, these words can not be distinguished from each other.

5 Conclusion

In this paper, a novel recognition method of single-hand static words of CSL based on
fuzzy-neuro network 1s introduced, which uses the CAS-Glove as the input device. The
fuzzy rules are set up and the network structure is built based on the empirical knowledge.
The parameter learning algorithm i1s obtained by minimizing the empirical risk function
proposed in this paper. This method combines both knowledge information and learning
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data adequately and effectively. Compared with other methods, the proposed method has a
higher recognition rate and 1s more credible.
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