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Abstract A newly developed input-output recurrent neural network (IORNN) identifiter of USM
1s constructed. A bimodal neural network controller is designed where both the driving frequency
and amplitude of the applied voltage are used as control inputs. The dynamic recurrent back-prop-
agation algorithm of the identifier and controller are developed. Numerical results show that the
proposed IORNN i1dentifier can approximate the nonlinear input-output mappings of the ultrasonic
motor quite well. Good etfectiveness of the proposed bimodal IORNN controller is also obtained
for some different kinds of reference speeds.
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1 Introduction

Ultrasonic motor (USM) 1s a newly developed motor which has some excellent per-
formances and useful features and can be widely applied to MEMS, robot, medical instru-
ment, aeronautics, and some others''*!. The operational characteristics of the USM are
alfected by many factors. Strongnonlinearity characteristics could be caused by increase of
temperature, changes of load, driving frequency and voltage, and many other factors“='*!,
Therefore, 1t 1s ditficult to perform effective control to the USM using traditional control
methods based on mathematical models of systems. Recently artificial intelligent meth-
ods'®**'based on neural networks have become main approaches to USM control. In most
cases the driving frequency is taken as a single control variable**). The existing neural-net-
work-based methods for USM control have some shortcomings, such as complex network
structures, slow convergent speeds and low convergent precision besides the limitation of
single control variable, It 1s difficult to obtain the accurate control input for the USM.,
When the traditional neural-network-based-method with a single control variable for the
USM is adopted, the fluctuation of speed is large for steady state and the convergent
speeds are slow.

In this paper, a newly developed bimodal speed control scheme of USM using neural
network is designed. In the proposed control scheme both amplitude and driving frequency
of the applied voltage can be adjusted simultaneously. By adjusting the amplitude of the
applied voltage on line, the speed error caused by inaccurate driving frequency can be com-
pensated. A novel input-output recurrent neural network (IORNN) structure is proposed,
and the identifier and the controller of USM with the IORNN structure are constructed.
The dynamic recurrent back-propagation algorithm for training the identifier and controller
1s developed. Numerical results show that the proposed IORNN identifier can approximate
the nonlinear input-output mapping of the USM quite well. Good control effectiveness can
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be obtained for various reference speeds. The control precision and the time of convergence
using the proposed method are obviously better than those using existing methods.

2 Neural network identifier(NNI)

A novel input-output recurrent network (IORNN) identifier of USM presented in this
paper 1s shown in Fig, 1. In the figure, the notation [0 represents the context neuron with
self-recurrent gain A(0<CA<{1),(O the hyperbolic tangential neuron, @ the linear neuron,
Ce RY*" the weight matrix associated with the context and hidden neurons, D& R the
weight vector associated with the hidden and output neurons. N the number of the input
nodes, and H the number of the neurons in the hidden layer. The outputs of the input
nodes are exerted directly on the context neurons. For convenience, we denote the outputs
of input nodes as I={I,}:L,, the outputs of the context neurons as 2={z,}Y,, and the

outputs of the hidden neurons as r={x;}Z,. The output of the context neuron is.:

(2, (k) = I.(B) T Az;(k—1) =

k
< LR +ALGE—1D +AL(E—2) - +27 L) = DAY LD
i=1
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The block diagram ot the identification model proposed in this paper is shown in
Fig. 2. In the figure, USM denotes the ultrasonic motor, NNI the neural network identifi-
er, u(k) and w(k) the amplitude of the applied voltage and driving {requency, respective-
ly, y(k) the actual speed of the USM, wvy;(%) the output of the NNI, 2 'the time delay of

the speed of the USM, e; (k) =y (k) — y; (k) the error between the actual speed of the
USM and the output of the NNI.

A
y(k—1)
— > ulk) ° > y (k)
USM i
A ® >
uk) w (k)
g o Jz)+
A e, (R) %
w (k) — NNT T .
: > v, (k)
4
Fig.1 Architecture of neural network identifier (NNI) Fig. 2 Block diagram of identification

The Dynamic training algorithm of the NNI is discussed as follow. For convenience,
in this section the values of subscripts ¢ and ; are taken as :=1,2,++,N; j=1,2,--, H.

The outputs of the neurons in the hidden and output layers of the NNIT are

k) = D1 (D;(x; (k) x, (k) = f(DC, (z (k)= £(S,(k))

l—e °

N
where S; (k) = ZCH (RYz; (k) , f(x)= [T oc 1s the hyperbolic tangential function. The
i=1

1
2

and u, (k) be the learning rate for weights C. The modification of the weights associated
with the hidden and output layers is

E
AD, —— (B aagf) i (B)er (B

error function is defined as E; (k) =—-¢; (k). Let u,(k)be the learning rate for weights D
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ACI'J' — /_L,;(k) acij — #E(k)ef(k) 8331 (;3) acij —— #f(k)ej(k)D} acij
Denote f, (k) = a];(ss“’(g;) ) . Supposing that the sampling interval is small enough and noti-

cing that the derivative of the hyperbolic tangential function is continuous, we may think

that f, (k)= f.(k—1). Then we have
0L, R) _ o pya (k) = FL LB A

oC;,
! E—)a:} (k — 1)
f;CRYL(R) + A S5C.
According to the back-propagation algorithm, D,(k) and C;; (k) of the NNI are
D (k) =D, (k— 1) +AD,(k), C;k) = C;{k—1)+ AC;; (k)

During the computation the control variables u(£)and w(%.) are inputted into the USM
and NINI simultaneously to calculate the error between the actual speed of the USM and
the output of the NNI. The modification of the weights 1s performed using the dynamic
training algorithm described in this section,

fi(k) dx,(k—1)
f(k—1) oC,;

3 Speed control of USM

The bimodal speed control system proposed in this paper is shown in Fig. 3. In the
figure, NNC represents the neural network controller, USM the ultrasonic motor, NNI
the neural network identifter, vy, (£) the speed control value, y(%k) the actual speed, e.=

v, (k)—y(k) the error between the actual and control speeds,and y,;(k) the output of the
identified model. The NNC shown in Fig. 4 also adopts IORNN structure. To simplify the

structure of the neural network we use only two inputs v, (k) and y(k—1). AERN *H is

the weight matrix associated with the context and hidden neurons, BE R the welght
matrix assoclated with the hidden and output neurons, N° the number of the input nodes
which 1s chosen as 2 in this paper, H¢ the number of the neurons in the hidden layer, L the
number of the output neurons which 1s chosen as 2 in this paper, u and w the amplitude
and frequency of the driving voltage, respectively. Denote the outputs of the input nodes in

the NNC as I'(B) ={I: ()Y, the outputs of the context neurons as 2° (k) = {2 (k)}Y,, and

the outputs of the hidden neurons as == {xf (k) VO
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Fig.3 Block diagram of speed control system  Fig.4 Architecture of neural network controller (NNC)

Considering the characteristics of the driving voltage, we take the activation functions
of the neurons in the output of the NNC as
l—e ™ | l—e¢e™ N

— - u h(x) = — + w
1 +e = ’ l14+¢*
where g(x) and h(x) are the activation functions associated with the outputs v and w, re-
spectively, ©* and o* the allowed amplitude and frequency of the driving voltage, respec-

tively, and ¢>>0 an adjustable parameter. The activation function for the neurons in the

g(x) = a
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hidden layer is still taken as the hyperbolic tangential function.

In this section the subscripts 7,7 and [ are taken as i=1,2,*N°; j=1,2,-,H¢; [=
1,2. The derivatives of the speed of USM with respect to the control inputs are needed in
order to modify the weights of the NNC, which can be calculated approximately by using
the NNI.
oz, (k) —4 oz, (k)

oulk) ’
H

oylk) oyi(k) _ Z oy (k) ox; (k)
ou(k) oulk) ox; (k) oul(k)
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neurons of the hidden and output layers in the NNC can be rewritten respectively as:

ou(k) " dulk)
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Noticing that I; (k) =u(k), we have =0, SO
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In a similar way, we have,
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(k) = (D (A, (k) ), ulk) = g( > (By(B)xi(k))),
i j=1

Ht‘?
w(k) = h( D, (B.(b)zi(k)).
=1

J
Let ug (k) be the learning rate tor weights B, and u, (k) be the learning rate for weights
A. The modification of the weights associated with the hidden and the output layers is

AB, (&) == s (k) S’ W#B<k>eﬂ<k>(au(k) B T ek oB, )
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where E. (k) zeﬂ(k), SB, 0, 5B, 0.

The modification of the weights associated with the context and the hidden neurons 1s
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According to the back-propagation algorithm update rules ot the weights, B, (k) and
Aij (k) Of the NNC are BJ‘,{ (k) :ng (k“l) _i_AB}z (k) . and Afj (k) :Aij (k_ 1) +‘&AU (k) ’

respectively.

4 Numerical simulation results and discussions

Numerical simulations are performed using the proposed method for the speed control
of a longitudinal oscillation USM!" 8 shown in Fig. 5. Some parameters on the USM model
are taken as; driving frequency 27. 8KHz, amplitude of driving voltage 300V, allowed out-
put moment 2, 5N * cm, rotation speed 3. 8m/s. The adjustable parameter o 1s taken as
5.0 and the gain factor A in the NNI and NNC are taken as 0. 65.

Fig. 6 shows the output curves ot the USM and the NNI for the same input near the
allowed frequency and amplitude of the driving voltage. In addition, an external moment
of IN ¢« cm is exerted on the USM during the operation interval between the 8th second
and 9th second. In the figure, the solid line represents the simulated experimental curve
obtained using the USM model in [ 3] and the dotted line represents the identified curve
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obtained using the proposed neural network model in this paper. It can be seen that the re-
sults obtained from this paper are basically identical to those obtained from the simulated
experiments.

Piezoelectric vibrator Direction of the rotation
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Fig.5 Schematic diagram of the motor Fig. 6 Comparison of experimental

and i1dentified speed curves

Fig. 7 shows the comparison ol speed control curves of USM using the conventional
neural network control method and the method proposed in this paper when the control
speed i1s taken as 3. 6m/s and the external moment 1s taken as 1N « cm. Fig. 8 shows the
cases of the fluctuation with two ditferent control schemes. In the two figures, the dotted
[ine represents the speed control curve based on the method presented in [ 4 | and the solid
line represents the speed curve using the method proposed in this paper, The fluctuation 1s
defined as {= (Vo — Viain )/ Viwer X100% , where Viys Vi and V.., represent the maxi-
mum, minimum and average values of the speed, respectively. From the figures it can be
seen that the fluctuation is large when the method in [ 4 | is employed, the average fluctua-
tion reaches 5. 7%, whereas, it is just 1. 4% when the method of this paper is used. The
comparison shows that the control precision can be increased by around 3 times when the
proposed method 1s employed,.
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Fig.7 Comparison ot speed control curves Fig. 8 Comparison of speed fluctuation
using different control schemes using different schemes

Fig. 9 shows the speed control curves, where the reference speeds vary as step type at
the beginning and as sinusoidal type afterward, and the dotted line represents the speed
control curve based on the method proposed in this paper and the solid line represents the
reference speed curve. From the figure it can be seen that this method possesses good con-
trol precision.

Fig. 10 shows the comparison of the average errors using the conventional neural net-
work control method"*! and the method proposed in this paper. In the figure, the dotted
line represents the average error curve obtained using the method in [ 4 ], the solid line re-
presents the results obtained using the method proposed in this paper. From the figure it
can be seen that the time of convergence using the proposed method is about 6 seconds,
which is much shorter than 17 seconds, the time of convergence using the existing meth-
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od'*). From the comparison It can be seen that the proposed method 1s superior to the ex-
isting method in the speed of convergence.
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Fig.9 Speed control curves with Fig. 10 Comparison of average errors using
varied reference speeds different neural network structures

5 Conclusions

An identification and speed control model for ultrasonic motors is presented based on
neural networks. The input-output relation of the USM is identified dynamically using the
proposed model. A bimodal controller is designed using the frequency and amplitude of the
driving voltage as control inputs. The dynamic recurrent back-propagation algorithm ot
the identifier and controller are developed. Numerical simulations of a longitudinal oscilla-
tion USM show that the proposed model can approximate the nonlinear input-output map-
ping of the USM quite well. The etfect and applicability of the proposed model are exam-
ined using different kinds of speeds with constant, step, and sinusoidal types., The method
would also be useful for controlling and identifying different types of speeds of the piezoe-
lectric motor or USM besides the longitudinal oscillation USM.
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A Correction Note (¥ 1F)
The title of the special issue in ACTA AUTOMATICA SINICA, Vol. 29, No. 3, should be “Special
Issue on Visual Surveillance of Dynamic Scenes”. Some of the copies have a typographical error on the title.
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