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Single Machine Scheduling with Linear Processing Times"
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Abstract This paper considers the single machine scheduling problem. It i1s assumed that jobs
have the same basic processing time, but the actual processing time of each job grows linearly with
its starting time. Based on the analysis of the problem, optimal algorithms are presented for the
problems to minimize the sum of earliness penalties subject to no tardy jobs, to minimize the total
resource consumption with makespan constraints, and to minimize makespan with the total re-
source consumption constraints.
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1 Introduction

Machine scheduling problems with job processing time given as a starting time de-
pendent function have received increasing attention in recent years-''. In this model, the
processing time of a job can be described by a basic processing time and an increasing rate.
Gupta and Gupta were the first to consider the problem of this type'?). Mosheiov studied
some special cases of this model*~*!. Bachman and Janiak proved that the problem to min-
imize the maximum lateness with an arbitrary linear processing time is NP-complete!®.
Cheng and Ding considered single machine problems with deadlines!’'. In this paper we fo-
cus on single machine scheduling that jobs have the same basic processing time but ditfer-
ent increasing rates., Optimal algorithms are presented for the problems to minimize the
sum of earliness penalties subject to no tardy jobs, to minimize the total resource con-
sumption with makespan constraints and to minimize makespan with the total resource
consumption constraints,respectively.

The model can be described as follows.

Suppose that n jobs J,,J;,**,J, are to be processed on a single machine. Associated
with job J;are a basic processing time p and an increasing rate q; (without loss of generality
we assume p =1 and a, =a3; =+ =a.). I t is the starting time of job J, then the actual

processing time of J; is 1tq;t,j=1,2,,n.

2 Minimization of the sum of earliness penalties
In this section we consider the problem to minimize the sum of earliness subject to no
tardy jobs. For the classical scheduling problem, there are some results in { 8,9 ]. In this
section, it is assumed that all jobs have a common due date d and the release time is O.
For a schedule #=[ Jr1ys Jr21s***s Jrq ls let Criyand Er; =d — C;;; be the completion
time and earliness of job J;;; in 7, respectively . The sum of earliness penalties 1s E(x) =

Zg(Em), where g 1s a strictly increasing function. We denote all schedules by II. The
1=1
problem is to find an optimal schedule #* € IT that minimizes the sum of earliness penalties

under the condition Cr;<Cd. The problem can be denoted as
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1| 14at | D, g(ED (1)

Since the problem is to minimize earliness, the jobs should be processed as late as pos-
sible, It is obviously that in the optimal schedule the completion time ot the last job 1s d
and there is no idle time between jobs.

First, we give some results of the problem to minimize the makespan. The problem
can be denoted as 1|1+ aq;z | Ciax-

Lemma 1. For the problem 1|1+4q;z|Cpnas the makespan is minimized by arranging
the jobs 1n a non-increasing order of q;.

Lemma 2. For the problem 1|1+ea;t|Cuaxs if x=[J15J2+***»J.] and the starting time
of the first job is ¢, ,then the makespan is

CoaxCto V J1sJ2s s J0) = 1+EH(1+M)+I0H(1+M

;=1 k=11

Lemma 3. For the problem 1|1-+t¢;z ] Cmax , if m={], ,]2 . ,] :I and the makespan is
C, then the starting time of the first job 1s ¢, = (C-—-— 1 — E H (1+a,) )/ H(l‘l—ak

;=1 k=j+1
Based on the above lemmas, we have the following theorem.

Theorem 1. For the problem 1|1-+q;t | Eg(Ej) , an optimal schedule can be obtained

by arranging the jobs in a non-increasing order of ¢;, where the starting time of the first

obis o= (C—1— SV TT (1+a)) / H<1+ak>

=1 k=1
Proof. Consider an optimal schedule 7. Suppose that under x, there are two adjacent

jobs, job J, followed by job J;,such that a;<la;. Denote the completion time of J; as C; =
Co. ThenC;=(Co,—1)/(1+a;)sE;=d—Cy,,E;=d—(C,—1)/(1+a;). Perform a pair-
wise interchange on jobs J; and J;, and call the new schedule . Under #,C;=C,, C; =
(Co—1)/(1+a). E;=d—Cy ,E;=d—(Co,—1)/(1+a;).

Since a;<<a; s C,>C;, and E,<E;. Hence, g(E;))+g(E;)<g(E)+g(E)).

The completion times of the jobs processed after jobs J; and J; are not affected by the
interchange, the completion times of the jobs processed before jobs J; and J; become lar-
ger, Hence the sum of earliness penalties under 7 is strictly less than that under n. This
contradicts the optimality of .

3 Resource constrained problems
In this section, the release time of job J; is r; = f(%;), u<Su; <@, where u; 1s the a-
mount of resource allocated to J;. #,u are known constraints and f 1s a strictly decreasing

function( f(w) > f (@) >0). 0<u<u, EujéU U is the global amount of continuously

j=1
divisible non-renewable resource,.

For the problem with job release time being a function of resource allocated, Cheng
and Janiak have considered the case where jobs have constant processing timest®', In
this section we consider the problem i. e. , jobs have the same basic processing time and the
different increasing rates. The first is to minimize the total resource consumption with the
makespan constraint while the second is to minimize the makespan with the total resource
consumption constraint,

L[ 14at, r; = f(4;)s Coun < C| DJu, (2)
Vi 14ats ;= flu)s D u; KU | Coa (3)
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3.1 Minimization of resource consumption

We denote the set of all resource allocations u=[u; suz 5=+ »u, | by ﬁ(géuﬁi{ﬁ', Zuj
=1

<U). Given a schedule #=[ Jr17,Jr215** s Jr.1 ] and a resource allocation w, ={ uryy sty s s
u[ﬂ]] » W€ have

riy = fQuin)s  j = 1,2, 4m

C[1] (msu) = Y11 + 1 —|—a[1]?’[1] = 1+ (1 +a[1] )?"{1]

Crp(msu) = maxirg;; sC[}_ 7 (:rn w)t + 1+ ar; max{rm s Crimy (mryw) )

max{l—l— E H (1+a[k])+r[z]H(l+a[k])}? J =2,

Isisg =i k=1+1

|

Hence, mﬂx(ﬂ' u)_'mElX{C[Jj (:r,u)},U(ar,u)“ E”[;]

1< jsin

Let C be a given makespan, the problem (2) 15 to find #* €I and u* € U which minimize
the total resource consumption, i.e. , U(x" yu* ) =minmin{U(x,u)} subject to C,,, (7" su" )

[T uclU
<C.

From Lemma 1, the minimum makespan of the schedule is

C* = Cou (F@ | JisJoreesJ) = 1+E H<1+ak>+f<u>ﬂ<1+ak (4)

j=1 k=j11

So, a schedule 7= Jr17sJr219°° s Jrm ] 18 feamble only if
Cmax(f(’b_t) | ][1]9][2]9 e 5][,;]) — ]."l_ Z H (1 —I_(l'[k]) "I‘f(H)H(l +£I‘[;e]) C (5)

} 1 & ==j+t1
We denote a resource allocation by u, with which the resource consumptlon 1S mini-

mized, subject to a given C, 1i.e. ,

UCr,u, ) = min{U(r,u) } .

ue U
Since releasing jobs sooner consumes more resources, jobs should be released as late

as possible and the completion time of the last job is C. If Coux(ry » )=C, then the start-

ing time of the first job is o= (C —1 — Z H (14 as) ) / H(l—l—am) Hence, the re-

i=1k=j+1
source allocation u, 1s determined as follows.

Algorithm 1.

1) Letz, = ( ——1—2 H (l—l—afk]))/H(l-l—am)

1=1k=j+1

2) If 1_I_tg(1_|_a’|:1:])>f(£); then urin = f (L) um-—g,j=2,3,"-,n;stop. Other-

WiSe'p g0 to 3)

3) Let £ be the maximum natural number satistying
2 k1

1+ E 11 A+ ard +t0H(1 + arn) << f(w); then

=1 =41
um — f : (fo) )
—Z ;1 1

utn= f1(1+ D, H(1+a[k])+toﬂ(1+a[k])) L j=2,3, 0k,

=1 k==[+1

Ul =usj=kt1,e
Theorem 2. For the problem 1| 1+a;t,r;= f(u;) ,CmaxéC}ZuJ a2 €IT and u” €U

are obtained by arranging jobs in a non-increasing order of the increasing rates and alloca-

ting the resource according to Algorithm 1.
Proof. It is obviously that for a given 7, allocating the resource according to Algo-

rithm 1 minimizes the resource consumption.
Suppose under 7z, there are two adjacent jobs, job J; followed by job J;, such that
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a;<a;. Denote the completion time of J; is C;=C,; then r;,=(C,—1)/(1+a,), r,=(C,—
—aq;)/(1+a;) (1+q;). Perform a pair-wise interchange on jobs J; and J;. and call the
new schedule 7. Under r, 7;=(Co—1)/(1+q;) y7;,=(Co—2—@a;)/(1+a;) (1+q;).
Since a;<a;» 7;>71;, and r; >r;. Hence, f'(r)+ 1 Gr)H)<f 1D+ 1),
The release times of the jobs processed after jobs J; and J; are not atfected by the in-
terchange, the release times ot the jobs processed before jobs J; and J, become larger.
Hence the resource consumption under r 1s strictly less than that under . This contradicts
the optimality of . B
If we are able to calculate f and 7! in O(g(n)) time, then to find 7* €T and u* €U
needs time O(max{g(n) ,nlogn}).
3.2 Minimization of makespan
From Lemma 1 and results of Section 3. 1,for the problem (3), we need only consider
the schedule that the jobs are arranged in a non-increasing order of the increasing rates,

1. E.rﬂ':[.fl !JZ!"'!J::]
If u;=u, j=1,2,~,n, then Cpp () =1+ E ]"[ (14 a) —|—f(u)H (14 a) .

i=1 k=341
At this condition, the release times of all jobs equal to f(w), the makespan 1S con-

strained by r; = f(u). If we increase the resource allocated to J, then r; will be smaller and
the makespan will be smaller too. Let the maximal amount of resource allocated to job J;
be uf*; then uf™*=min{U—(n—1Du,u}.

Let r1= f(«**). The completion titme of J, is 1+7; (1 +a;).

If 1+7,(14+a,) = f(w) ,the optimal resource allocation is

Uy = uy
uf — U, J = 2ytan
Coar = 1+ E H (14 o) —I—f(a?“)H(I + a)

;1=1 k=341

H1+7, (Q+a)<<f(uw), there must be a natural number k, such that
Ci(myu,; ) < f(w), j=1,2,,k—1
Ci(mou, ) > f(w, g =Fkyk+1,yn
W =y =kt 1kt 2,
Let d= f(u)—C— (m5u, ). From Lemma 3

—2 1

o= (fw —d —I“EH(l—Fa))/H(l—l—a)

1=1i=+1
r; = 1+7r7 (14 ay)

llllll

E—3 k2

ri =14+ > ] Q+ad)+7 H(l—l—a)
Co it
e =14+ D> [[ A+a) +7r H<1+al> = f(u) —d (6)
j=1 i=j3+1 i=]
u;’ :f—l(?’;):&j: 1,24,k
u; =u,]:k ]_ *o 17 (7)
Eu +n—k)u=U (8)

k and d can be determmed by (8).
First, we consider k.

When r,= f(u), suppose the release time of J; is r;,j=1,2,++,k. Then
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—2 k1

(f(u)--1-—ZH(1+a>>/H<1+m
j=1 i=j+1 i= 1
=1+?’1(1+a’1)
.”.”k—*ﬁi k—2 k2
=14+ > [ A+ad+n [] A +ad
j=1 i=j+1 i_1
=2 k]
1+EH(1+QI)+?~1H<1+&I> = f(w) (9)

j=1 i= ;41
U; f"l(r_,)!t]“* 929'"9;3__1!

{

Zu +(n—G—1) u <K (10)

From (10),we can get k and then d can be calculated by (8).
Based on the above analysis, we have following algorithm.
Algorithm 2,
1) Arrange jobs in a non-increasing order of the increasing rates, and let
wur™ = min{U — (n—1) u,u}, r, = ful™
2) If 1+, (A +a,) =f(w), then uy =ul,u =u,j=2,*,n, and stop. Otherwise,
go to 3)

—1
3) Let £ be the maximum natural number such that Eu}- +n—(k—1)uU, u,=
o= ]

1 (r;),r; satisfying (9)
4) The resource allocation is
w' = 1 (r ), j=1,2,,k
W' =uy j=k41,,n

k
where r/ can be determined by (6)and d satisfies Euf +(n—k)u=

j=1
Theorem 3. For the problem 1|1+a;t,r,= f(u;), z'uj <U | C..x »an optimal schedule
can be obtained by Algorithm 2.

If we are able to calculate f, f 'and d in O(g(n)) time, then the complexity of Algo-
rithm 2 is O(max{g(n) ,nlogn}).

4 Conclusion

We studied single machine scheduling problems under the assumption that job pro-
cessing time 1s a function of their starting time. There are many practical scheduling prob-
lems that can be modeled in this way. In the most general case, processing time is a strict-
ly increasing function of the starting time and the job is characterized by a basic processing
time and an increasing rate. We considered a special case where jobs have the same basic
processing time and different increasing rates. For the problems to minimize the sum of
earliness penalties subject to no tardy jobs, to minimize the total resource consumption
with makespan constraints and to minimize makespan with the total resource consumption
constraints, the optimal algorithms are presented, respectively.

References

1 Alidaee B, Womer NK. Scheduling with time dependent processing times; Review and extensions., Journalof Oper-
attonal Research Society, 1999,50(5) . 711~720

2 Gupta] N D, Gupta S K. Single facility scheduling with nonlinear processing times. Computers and Industrial En-
gineering , 1988, 14(4) ;387~393



708 ACTA AUTOMATICA SINICA Vol. 29

10

11

Mosheiov G. V-shaped policies for scheduling deteriorating jobs. Operations Research , 1391,39 (6);979~991
Mosheiov G. A-shaped policies for scheduling deteriorating jobs. Journal o f Operational Research Society, 1996 ,47
(6):1184~1191

Mosheiov . Scheduling jobs under simple linear deterioration, Computers and Operations Research ,1994,21(6) ;
653~659

Bachman A, Janiak A. Minimizing maximum lateness under linear deterioration. Furopean Journal of Operational
Research, 2000,126(1) ;557~566

Cheng T C E, Ding Q. Single machine scheduling with deadlines and increasing rates of processing times, Acta In-
formatica, 2000,36(5).:673~692

Chang S, Schneeberger H. Single machine scheduling to minimize weighted earliness subject to no tardy jobs., Furo-
pean Journal of Operational Research, 1988,34(2):221~230

Qi Xiang-Tong, Tu Feng-Sheng. Scheduling a single machine to minimize earliness penalties subject to the SILK due-
date determination method. European Journal of Operational Research ,1998,105(3) :502~508§

Cheng T C E, Janiak A. Resource optimal control in some single-machine scheduling problem. IEEE Transactions
on Automatic Control, 1994,39(6):1243~1246

Janiak A. Time-optimal control in a single machine problem resource constraints. Automatica,1986,22(6). 745~
747

ZHAO Chuan-Li Professor in Department of Mathematics, Shenyang Normal University and a Ph. D.

candidate in College ot Science, Northeastern University. His research interests include scheduling and opti-
mal control.

ZHANG Qing-Ling Professor in College of Science, Northeastern University. His research interests

include singular systems and decentralized control.

TANG Heng-Yong Professor in Department of Mathematics, Shenyang Normal University. His re-

search interests include scheduling and stochastic programming.

— ZE 2N T/ 18) 2 A1 E (8] /R
REIL KRR EERS

Y(RAERFHZERE W 110004)
“(LHMW KFRFER EH 110034)

(E-mail;: zhaochuanli@etang. com)

W F bR Mm IR SRR E RS AP, T4 BE R R EA i TedE,
{B A A% B9 35 B i T o ) BAH T T (8] 2% v 38 <. 3 0 2 B 2258 T4 & 4 T R /L 42 H & 17
1] A, 9 B K52 B R FR A k4 TN R IBHFE S B E MR L BREFE D BRH &K
& /hMEBm K SE TR B B el B8, 40 3 45 1 T | F .

XA FEE,BH.ENEN  BEAR, RILA %
REHES TP13




