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Abstract In wireless sensor networks, topology control plays an important role for data forwarding

efficiency in the data gathering applications. In this paper, we present a novel topology control and

data forwarding mechanism called REMUDA, which is designed for a practical indoor parking lot

management system. REMUDA forms a tree-based hierarchical network topology which brings as

many nodes as possible to be leaf nodes and constructs a virtual cluster structure. Meanwhile, it

takes the reliability, stability and path length into account in the tree construction process. Through

an experiment in a network of 30 real sensor nodes, we evaluate the performance of REMUDA and

compare it with LEPS which is also a practical routing protocol in TinyOS. Experiment results show

that REMUDA can achieve better performance than LEPS.
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1 Introduction

Data gathering is one of the most important application patterns in wireless sensor networks. The

applications such as environment monitoring, military field surveillance, and accident alarming system

can be treated as data gathering applications[1∼3] . In these applications, two kinds of data reporting

schemes are included: periodical data reporting and urgent events reporting. The former is delivered

continuously with data aggregation while the latter should be reported to the destination as quickly as

possible.

Wireless sensor network is a self-organizing network, in which sensor nodes form a network topol-

ogy soon after they are deployed. Since it has a strong influence on the data delivery efficiency, an

appropriate network topology is beneficial to the optimization of data delivery and the in-network data

processing. In some application scenarios, routing protocols are very simple so that data gathering

relies on network topologies to a large extent. Till now, the topology control mechanisms and routing

protocols are always discussed separately. More attention shall be paid on a combined strategy.

We propose and implement a topology control and data delivery mechanism, which is called

reliable multi-hop and unbalanced data gathering tree (REMUDA tree), for a wireless sensor network

based large-scale indoor parking management system. A tree-like topology has the advantage that the

paths are optimized. A cluster topology helps to deal with in-network data aggregation. REMUDA

mechanism forms a topology which has both the advantages of tree topology and cluster topology in a

self-organizing way.

In a parking lot management system, sensor nodes monitor occupation of each parking space and

report events that vehicles get into or leave the parking spaces. The sensor nodes are deployed regularly

and densely in the parking lot and the sink node is the gateway of the sensor network to the outside

systems. This kind of parking lot management systems requires the topology control mechanism to be

real-time, reliable and scalable. In REMUDA mechanism, one node has a stable link to its parent and

has almost the least hop count towards the sink node. REMUDA brings as many nodes as possible to

be leaf nodes and let them have a common parent node in order to construct a cluster-like topology for

data aggregation. In addition, REMUDA can balance the size of the clusters by selecting the parent

nodes dynamically.

The rest of this paper is organized as follows. Section 2 presents the previous works about data

forwarding and topology control mechanisms for wireless sensor networks. Section 3 discusses RE-

MUDA protocol in detail. Section 4 describes the implementation of REMUDA and Section 5 gives the
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experimentation results and comparison with other protocol. Finally, we conclude this paper in Section

6.

2 Related works

In recent years, there have been extensive researches on routing and data delivery mechanisms for

wireless sensor networks.

Directed diffusion[4] is a typical gradient-based data forwarding mechanism which can form a data-

reporting tree in the network by flooding a query command message all over the network. The tree

is optimized for faster data transferring from data sources to the sink node. Directed diffusion has a

relatively heavy burden on communications as it not only needs to rebuild the topology periodically to

maintain the gradient, but also has to maintain more than one path to sink node for each data source

for transferring multi-copy message. GPSR[5] is a typical kind of geographic routing protocol, in which

nodes use location rather than node ID as their identification. Each node chooses the neighbor node

which has the minimum distance to the target position as the next hop. It is designed for general mobile

ad hoc networks, and requires a location service to map locations. Some other routing protocols, such

as SPEED[6], take the QoS problem into account. But in practical applications, the communication

model is far more complicated than theoretical model, so these protocols cannot be utilized in practice

directly. Multi-path routing is another approach to ensure the end-to-end reliability of data transferring.

[7] presents a mechanism to generate several disjoint data paths from data source to the sink node.

But the protocol cost of maintaining these data paths is considerably expensive in a multi-source and

densely deployed network.

The topology control and maintenance is another critical aspect in wireless sensor network to

enhance the efficiency of data transferring. GAF[8] is a topology control algorithm for ad hoc and

sensor networks by generating a virtual grid architecture. The network area is divided into fixed zones

and forms virtual grids. Inside each zone, nodes collaborate with each other to play different roles. GAF

conserves energy by turning off unnecessary nodes in the network without affecting the level of routing

fidelity. So GAF needs many redundant nodes for replacement. Each node uses its location information

to associate itself with a point in the virtual grid. LEACH[9] introduced a hierarchical clustering

algorithm for wireless sensor networks. It randomly selects a few sensor nodes as cluster headers which

compress data arriving from nodes belonging to respective cluster, and send an aggregated packet to

the sink node in order to reduce the amount of information that must be transmitted. LEACH does

not take the multi-hop data transferring into account, and the cost to maintain the cluster is relatively

high. Some other topology control mechanisms, such as ASCENT[10], TopDisc[11], DRNG[12], mainly

focus on the topology generation while the data forwarding is not in consideration. Besides, they have

some strong assumptions which are hard to satisfy in practice.

Most of the protocols mentioned above still stay in the lab. The actual communication model

also brings forward challenges to the protocols. In TinyOS, it implements a multi-hop data forwarding

mechanism called LEPS. LEPS can build a minimum spanning tree in the network by periodically

broadcasting a local topology information message. Each node chooses its parent by considering the

least hop to the sink node first and the link quality secondly. When implemented in a densely deployed

network, the topology generated by LEPS will keep changing fiercely and the protocol needs a large

amount of message exchanging among sensor nodes.

3 Protocol description

REMUDA consists of three processes, which are topology construction, data forwarding and topol-

ogy maintenance. The sink node generates and broadcasts a topology construction message to start

the construction process. The message is spread out over the network to establish a data gathering

tree, of which the sink node is the root. Each node chooses one of its neighbors with minimum hop

and minimum node ID as the parent node. In the data forwarding process, data is sent from source

node to its parent, and then forwarded to the sink node along the data gathering tree. In this process,

some non-urgent data is aggregated during the forwarding process to decrease the traffic burden. In

data forwarding process, each node checks the quality of link to its parent periodically to maintain the

network topology. If the link quality is below some certain threshold, the node will re-select a new
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parent node.

3.1 Topology construction

1) Diffusion of the topology construction message

A topology construction message includes the fields of node ID, hop count to the sink node, and

parent node ID. The hop count field of the message generated by the sink node is filled with zero. The

sink node broadcasts a new construction message to start the topology construction process. Without

hearing any construction message in a period, the sink node will rebroadcast the message again.

When receiving the first topology construction message, the sensor node waits for a certain time

to receive more messages and records the senders as its neighbors. After that, it selects one of the

neighbors as its parent and sets its own hop count as its parent′s plus one. Then the node generates a

new construction message with its own information and broadcasts it. The parent selection algorithm

is described in the subsection below.

2) Parent selection

In REMUDA, we have three criteria in parent choosing. They are listed below in descendent order

of priority.

a) Reliability of the bidirectional communication link. The link between a node and its parent

should have a satisfying communication quality to enhance the reliability in data transmission.

b) Hop count to the sink node. We tend to choose the neighbor which has the least hop count as

parent, so the data gathering tree have the least depth to reduce the data delivery delay.

c) Node ID. We bring forward node ID as one of the criteria because it can make multiple nodes

choose the same node as the parent node. This method can increase the out-degree of the non-leaf

nodes and make more nodes as the leaf nodes. This structure is beneficial to data aggregation.

During the topology construction process, hop count and node ID play more important roles

than link quality as it has not been fairly evaluated at this stage. After the topology tree has been

constituted, the link quality becomes the most important factor to the re-selection of parents.

After the topology construction process, a data gathering tree is formed in the network. The depth

of nodes on the tree is its least hop count to the sink node. As shown in Fig. 1, most nodes become

leaf-nodes and multiple nodes in a local area choose the same node as their parent. This makes the

network topology have the character cluster structure.

Fig. 1 Data delivery in a data gathering sensor network

3.2 Topology maintenance

1) Link checking

As the wireless channel is unstable and sensor nodes are easy to fail, the communication quality

may degrade or even cause the link failure on the data gathering paths. In order to keep the commu-

nication reliability, each node carries out a periodical link checking procedure to monitor the quality of

link to its parent. It selects a new parent to ensure the topology connectivity as soon as the link failure

occurs.

The periodical link checking procedure is as follows. A node sends five checking messages to its

parent at regular intervals and waits for the acknowledgements from its parent. Different checking
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messages are assigned with different weights. For example, the weight of the first message can be 1 and

the weight of the fifth message can be 5 as it is fresher than the first one. If it fails to receive ACK

from parent node, the weight value of the massage is zero. The sum of the five weight values will be

considered as the link evaluation. If the evaluation is less than a threshold τ , the link is regarded as a

failed one and the node will start a parent re-selection procedure described in next section.

If any data message is sent to the parent node during the checking interval, the data message can

be considered as a check message. This can reduce the cost of the link checking mechanism. As the

data traffic is heavier, the checking message in the network can be fewer.

2) Parent re-selection

If a node has no available parent node, it will re-select parent node by periodically broadcasting a

Help message which includes its own node ID. When the node receives the first reply message, it starts

a timer to wait for more replies. When the timer is fired, the node chooses one of the replied nodes

as its new parent. The parent choosing mechanism is the same as that of parent selection described

above. After that, the node broadcasts a notification message to inform its child nodes.

When a node receives a Help message not from its parent, it will send back a reply message

including its node ID and hop count. If the Help message is from the parent node, it will mark a

warning flag indicating that its parent turns to a parent re-selection process. If the node receives

another Help message from its parent, it will give up the current parent node and perform a parent

re-selection process. Otherwise, if it receives a notification message from its parent, it can conclude

that its parent has found a new parent so it clears the warning flag. If its parent′s hop count becomes

smaller at present, the node will only update its own hop count. It will start a parent re-selection

procedure if its parent′s hop count is increased.

If one node joins a built network, it is just like a node loses the link to the parent. The new nodes

will start a timer to wait for topology construction messages. If they can receive the messages before

timeout, they will attach themselves to the topology construction process which is described in Section

3.1, or else they will carry out a parent re-selection process.

3.3 Data gathering

The messages reported by the sensor nodes in the parking lot consist of two kinds of data: urgent

report and periodical report. When a car gets into or leaves from its parking space, an urgent message

will be sent to the sink node. The occupation status of all the parking spaces is reported by the

periodical message.

The data delivery in our sensor network is shown in Fig. 1. When one node generates or receives

urgent report data, it will transmit the data to the parent directly. For the periodical report, the data

will be aggregated into one packet in a virtual cluster before being delivered towards the sink node. A

virtual cluster includes a non-leaf node as the cluster header and several leaf nodes that are the child

nodes of the cluster head. At the beginning of the report period, leaf nodes in one virtual cluster send

the occupation status to their parent separately. The cluster header waits for a certain time to collect

all the report data in its cluster, aggregates all the data into one report packet and sends it out to the

sink node. The aggregated packet will not be aggregated any more along its forwarding path.

3.4 Discussion

Energy efficiency is not the dominant factor in the indoor parking management system, but the

protocol we proposed can also be utilized in many other energy-sensitive applications with a few modi-

fications. For instance, when establishing the network topology, the topology construction message can

carry an additional field of residual energy of the sender node and preferentially consider the residual

energy while selecting its parent. Correspondingly, when nodes re-select their parents, an energy eval-

uation mechanism may be introduced to make nodes consume the energy of their parent candidates

equally. Furthermore, periodical topology rebuilding mechanism can be added into the current protocol

to optimize the data gathering paths.

4 Protocol implementation

We realize the REMUDA Protocol in TinyOS which is developed by U.C. Berkeley and is the

most widely used software platform in wireless sensor networks. The hardware platform is developed

by us and compatible with U.C. Berkeley MICA2 motes.
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The software architecture is shown in Fig. 2. Three main components are REMUDA Protocol,

Topology Report and Source Routing.

1) The REMUDA protocol component realizes the topology control and data forwarding mecha-

nism in our protocol and also provides interfaces for other components to acquire the routing informa-

tion. For example, when Data Gathering wants to send out its sensed data to the sink node, it will

check this component to specify the node address of next hop.

2) Topology report component gathers local topology information and transfers it to the sink node.

The topology information contains local node id, parent node id and hop count. With this information,

the sink node can form the topology structure of the network completely. When node change its parent

node or hop count, the REMUDA protocol component will signal a New Topology Info event to notify

this component and it sends a topology report with the latest topology information.

Fig. 2 Software components architecture in TinyOS with REMUDA protocol

3) Source routing component is used to measure the end-to-end delay between the sink node and

certain node. The sink node sends out a command message to that node and it will give a reply

immediately when receiving the command. Once the sink node sends out a command, it will record

the time through System Time component. When it receives the reply, it will record the system time

again. The time difference of the two time spots is regarded as the end-to-end delay from sink to that

node.

5 Performance evaluation

5.1 Experiment environment

Our experiment is for the indoor parking lot applications based on a wireless sensor network where

the nodes are densely deployed. We build up a testing network which consists of 30 sensor nodes and

deployed in one floor of our lab building. With the obstacles like walls and separations, these nodes

can form a multi-hop network. As the real communication model is much more complicated than the

theoretical ones, the comparability is rare for our protocol to some ideal algorithms. In this section, we

compare our REMUDA protocol with LEPS, which are both practical protocols and implemented in

TinyOS.

Fig. 3 (a) illustrates the actual deployment of nodes in our lab building. Figs. 3 (b) and (c) are

the logical network hierarchy generated in the experiment of REMUDA and LEPS separately.

5.2 Experiment result and analysis

As both REMUDA and LEPS are tree-based topology, we can use the parent change time to

evaluate the frequency of the topology change, or the stability of the topology. As shown in Fig. 4, at

the beginning of the experiment, both protocols have a fiercely changing topology, but REMUDA can

quickly turn to a stable one and adjust it slightly from then on because in REMUDA, one node will

not change its parent if it can communicate with the parent node stably.

Average data losing rate is to evaluate the reliability of the protocol. As shown in Fig. 5, at the

beginning of the experiment when the topology is still under construction, the data losing rate is almost

the same as both REMUDA and LEPS. As it is getting stable, the data losing rate of REMUDA is



872 ACTA AUTOMATICA SINICA Vol. 32

getting lower, but the LEPS still has the high losing rate due to instable topology.

(a) Actual nodes deployment (b) Logical structure in REMUDA (c) Logical structure in LEPS

Fig. 3 The deployment of nodes in our experiment

Fig. 4 Parent change time Fig. 5 Average data losing rate

Protocol cost is another important aspect to evaluate the efficiency of topology control protocols.

In LEPS, every node periodically exchanges its neighbor information to other nodes by broadcasting

mechanism, so the protocol cost increases in an almost constant speed as time goes by as shown in

Fig. 6. But in REMUDA, the cost of check will be piggybacked by data reports, so the protocol cost is

sharply cut down as the traffic burden increases.

The network topology construction time is a critical parameter to evaluate the convergence time

of a topology generating algorithm. In our experiment, sensor nodes will notify the sink node as soon

as it is connected to the network. We run the experiment 10 times and record the maximum, minimum

and average construction time (Fig. 7). As REMUDA has a unique and active construction process, the

construction time is much more stable and the average time is much shorter than LEPS′s.

Average Hop count is used to evaluate the distance from sensor nodes to the sink node, which
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denotes the data forwarding delay from data source to the sink node. As LEPS is the shortest path

routing, it has the optimized hop count. However, the smallest hop count may lead to some unstable

topology. As a result, REMUDA tends to find a stable topology with a little compromise on hop count,

so it will increase its hop count in a stage and then goes to a stable situation. The experiment result

of hop count sum is shown in Fig. 8.

Fig. 6 Protocol cost Fig. 7 Topology construction time

Fig. 8 Average hop count of the nodes in the network

6 Conclusion

In this paper, we present a practical topology controlling and data forwarding mechanism for wire-

less sensor networks. It is suitable for the data reporting applications such as environmental monitoring

and parking lot, especially fit for the network with high density. It forms and maintains a spanning tree

in the network with the consideration of communication reliability and topology stability. The nodes

on the tree have the shortest paths to the sink node. And the clustered network topology is beneficial

to in-network data aggregation.

REMUDA protocol is implemented as an independent component in TinyOS and can replace the

LEPS routing protocol which is provided by TinyOS itself. Through the experiment on a network of

30 real sensor nodes, we evaluate the performance of REMUDA and LEPS. The results demonstrate

that REMUDA can achieve higher reliability and stability than that of LEPS with a little compromise

on the hop count. REMUDA also has a fast construction time and lower protocol cost than LEPS.
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