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Optimal Control of Stochastic System with

Markovian Jumping and Multiplicative Noises
KONG Shu-Lan1 ZHANG Zhao-Sheng2

Abstract An optimization problem for a stochastic system of N players is presented. An optimal Pareto controller of the stochastic
system with Markovian jumping and multiplicative white noises is designed in infinite time horizon. The optimal Pareto solution
is obtained by using the generalized Lyapunov equation approach and solving stochastic generalized Riccati algebraic equations
(SGRAEs). It is proved that the controller is a stabilizing feedback control and the solution of SGRAEs is minimal associated with
the optimal control.
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Stochastic system has attracted a lot of researchers from
mathematics and control communities with the appearance
of random phenomena in physical, engineering, biological,
and social processes. The study of stochastic systems has a
long history. Two distinct classes of the systems have been
drawing much attention in the control literature, namely
the stochastic systems subjected to white noise perturba-
tions and Markovian jumping. At the same time, a lot of
remarkable progress in recent decades in control and math-
ematic theory of deterministic dynamic systems strongly
influences the research effort in the stochastic area.

The stochastic systems with Markovian jumping have
been focused because they are fit for describing practical
systems with random abrupt changes in their structures
such as components failures or repairs, sudden environ-
ment disturbance, interconnections changing and operat-
ing in different conditions of a nonlinear plant. References
[1−2] deal with the linear quadratic optimization problems
of such systems. For more details of the linear quadratic
(LQ) optimization problems or what has been done to the
different related problems, readers can also refer to [3−4].
For Itô-type stochastic systems only with white noise per-
turbation, stochastic LQ and H∞ control, stochastic stabil-
ity and stabilization of Itô differential system, and stochas-
tic algebraic Riccati equation have been investigated by
many researchers for several decades[5−11]. In particular,
the stochastic H2/H∞ control problems have received much

attention in theory[9−11].
Based on the work of the two kinds of stochastic sys-

tems, researchers set to consider a kind of mathematical
models described by stochastic differential equations sub-
jected to white noise perturbation and Markovian jumping.
In fact, for Itô-type stochastic systems with white noise
perturbations and Markovian jumping, Wonham empha-
sizes the importance of the differential equations subjected
to the white noise perturbation and Markovian jumping
for control problems[12]. Stability and control problems of
the stochastic differential equations depending on the white
noise and Markovian jumping are considered[13−14]. Anal-
ysis and design methods are developed for advanced con-
trol problems on the class of systems as linear-quadratic
control, robust stabilization, and disturbance attenuation
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problems[15−16]. During the recent decades, differential
games have been extensively studied to analyze many prob-
lems in areas such as industrial control and economics.
Stochastic Nash games have been tackled for their deter-
ministic disturbance and stochastic uncertainty[17]. A guar-
anteed cost control problem for uncertain stochastic sys-
tems with N players is discussed and a cost bound is given
in [18].

We pay our attention to an optimal control of N players
of a stochastic system with white noise perturbation and
Markovian jumping. Nash games approach is applied to
generalize linear quadratic control problem of the systems
with white noise perturbations in [11, 18]. Then, we con-
sider N controls of players in stochastic system with the
white noise perturbations and Markovian jumping. The
main aim of the paper is to obtain an optimal Pareto solu-
tion associated with the stochastic generalized Riccati al-
gebraic equations (SGRAEs) by developing mathematical
analytical method. For the system with N controls, we
obtain a cooperative analytical optimal Pareto controller
and show that the minimal solution of the SGRAEs corre-
sponds to the feedback gain of the optimal controller. The
optimal controller is formulated by the minimal solution of
the SGRAEs rather than the maximal solution[15−16].

The rest of the paper is organized as follows. Preliminar-
ies are given Section 1. The optimization Pareto problem
of stochastic system with Markovian jumping and white
noise perturbations is formulated for N decision makers in
Section 2. An optimal Pareto solution to the optimization
problem is derived explicitly by the minimal solution of
SGRAEs in Section 3. A numerical example is presented
to illustrate the obtained results in Section 4. Some con-
clusions are drawn in Section 5.

1 Preliminaries

1.1 Notations

We make use of the following notation in the paper: MT

is the transpose of a vector or a matrix. M > 0 means
that M = MT and M is positive definite. Rn is the
n-dimensional real Euclidean space, Rm×n is the set of all
m× n matrices. Let Sn ⊂ Rn×n be the subspace of n× n
symmetric matrices.
Sd

n and Md
n,m are finite-dimensional Banach spaces de-
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noted by the direct products

Sd
n = Sn × · · · × Sn︸ ︷︷ ︸

d

Md
n,m = Rn×m × · · · ×Rn×m

︸ ︷︷ ︸
d

S ∈ Sd
n if and only if S = (S(1), · · · , S(d)) and Md

n,m =
{M ; M = (M(1), · · · , M(d))}.
1.2 Definitions and lemma

We introduce the definition of exponentially stable in
mean square (ESMS) and the related facts[15].

Let (Ω,Ft,P) be a given filtered probability space
with an r-dimensional standard Wiener process www(t) =
{w1(t), · · · , wr(t)}T and a standard homogeneous Markov
chain η(t) on [0, +∞). For each t ≥ 0, Ft denotes the
family of σ-algebra σ (wi(t), t ≥ 0, 1 ≤ i ≤ r) and
σ(η(t), t ≥ 0), with respect to which all functions wi(t)
and η(t), 0 ≤ i ≤ r, t ≥ 0 are measurable. www(0) = 0, the
state space set of η(t) is D = {1, 2, · · · , d} with a probabil-
ity transition matrix P(t) = [plj(t)] = eQt, t ≥ 0, Q = [qlj ]

is a constant matrix with qlj ≥ 0 if l 6= j and
∑d

j=1 qlj = 0,
l, j ∈ D. We assume that the Markov chain is prior known
(the probability transition matrix P(t) = [plj(t)] is prior
known), www(t) and η(t) are independent stochastic processes
for every t ≥ 0, and P{η(0) = l} > 0, l ∈ D.

Denote L2
www,η{[a, b],Rm} be the space of measurable

stochastic process φ : [a, b] × Ω → Rm, φ(t) is measur-

able for ∀ t ∈ [a, b], E
∫ b

a
|φ(t)|2dt < +∞, where E denotes

expectation and [a, b] ⊂ [0, +∞) is a compact interval.
Let us consider the following stochastic systems de-

scribed by Itô equations:

dxxx(t) = A(t, η(t))xxx(t)dt +

r∑

k=1

Ck(t, η(t))xxx(t)dwk(t)

xxx(t0) =xxx0 (1)

and

dxxx(t) = [A(t, η(t))xxx(t) + B(t, η(t))uuu(t)] dt +
r∑

k=1

Ck(t, η(t))xxx(t)dwk(t)

xxx(t0) = xxx0 (2)

where xxx(t) ∈ Rn is state vector, uuu(t) ∈ L2
www,η{[0, T],Rm} is

control input for all T ≥ 0, www(t) = {w1(t), · · · , wr(t)}T and
η(t), t ≥ 0 are the stochastic processes defined as above.
t → A(t, l) : [0, +∞) → Rn×n, t → B(t, l) : [0, +∞) →
Rn×m, and t → Ck(t, l) : [0, +∞) → Rsk×n, k = 1, · · · , r,
l ∈ D are bounded and continuous matrix-valued functions.
xxx0 ∈ Rn is the value of the initial state xxx(0), t0 = 0.

Definition 1[15]. Equation (1) is ESMS if there exist
β ≥ 1 and α > 0 such that

E[|Φ(t, 0)xxx(0)|2|η(0) = l] ≤ βe−α(t)|xxx(0)|2

for all t ≥ t0 = 0, l ∈ D, xxx(0) ∈ Rn, where Φ(t, 0) is the
fundamental matrix solution of (1).

Lemma 1[15]. The followings are equivalent:
1) Equation (1) is ESMS.
2) There exists a bounded uniform positive continuous

function H : [0, +∞) → Sd
n, H(t) = (H(t, 1), H(t, 2), · · · ,

H(t, d)), such that the system of linear differential equa-
tions

d

dt
K(t, l) + AT(t, l)K(t, l) + K(t, l)A(t, l) + H(t, l)+

r∑

k=1

CT
k (t, l)K(t, l)Ck(t, l) +

d∑
j=1

qljK(t, j) = 0

l ∈ D, has a bounded and uniform positive solution K(t) =
(K(t, 1), K(t, 2), · · · , K(t, d)).

Definition 2[15−16]. Equation (2) is stochastically sta-
bilizable if there exists F : [0, +∞) → Md

m,n is bounded
and continuous function such that the following system:

dxxx(t) = [A(t, η(t)) + B(t, η(t))F (t, η(t))]xxx(t)dt +
r∑

k=1

Ck(t, η(t))xxx(t)dwk(t)

xxx(0) = xxx0 (3)

obtained by taking uuu(t) = F (t, η(t))xxx(t), t ≥ 0 is ESMS.
F (t) = (F (t, 1), F (t, 2), · · · , F (t, d)) is termed stabilizing
feedback gain and the feedback control uuu(t) = F (t, η(t))xxx(t)
is stabilizing.

2 Problem formulation

In this section, we will present the Pareto optimization
problem.

Given a stochastic system described by Itô equation

dxxx(t) =

[
A(t, η(t))xxx(t) +

N∑
i=1

Bi(t, η(t))uuui(t)

]
dt+

r∑

k=1

Ck(t, η(t))xxx(t)dwk(t)

xxx(0) =xxx0 (4)

where t → Bi(t, l) : [0, +∞) → Rn×m, i = 1, · · · , N , N
is the number of control input. l ∈ D are bounded and
continuous matrix-valued functions, others are the same as
in the above section.

Denote

B(t, η(t)) = [B1(t, η(t)), B2(t, η(t)), · · · , BN (t, η(t))]

uuu(t) = [uuuT
1 (t),uuuT

2 (t), · · · ,uuuT
N (t)]T

where B(t, η(t)) and uuu(t) are block matrices built from
Bi(t, η(t)) and uuui(t) as blocks (i = 1, 2, · · · , N), then the
system (4) can be changed into the same form as (2).

For each given xxx0 ∈ Rn, we define the corresponding
set of admissible controls Uxxx0 as the subset of stochastic
process uuu(·) for

Uxxx0 =
{
uuu(t)|uuui(t) ∈ L2

www,η{[0, T ],Rm}}

and

lim
t→+∞

E[|xxx(t,xxx0)|2|η(0) = l] = 0, l ∈ D

where xxx(t,xxx0) is the corresponding state of (4) with the
initial state xxx0. We call xxx(·) and uuu(·) formulated above an
admissible pair of the system (4), and denote (xxx(·),uuu(·)) ∈
Rn × Uxxx0 .
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For each (xxx0,uuu(·)) ∈ Rn × Uxxx0 , the associated perfor-
mance criterion for the system (4) is given by

Ji(xxx0,uuui(·)) =E

∫ ∞

0

[
xxxT(t)Qi(t, η(t))xxx(t)+

uuuT
i (t)Ri(t, η(t))uuui(t)

]
dt (5)

where t → Qi(t, l) : [0, +∞) → Rn×n and t → Ri(t, l) :
[0, +∞) → Rm×m, i ∈ D are bounded and continuous
functions and Qi(t, l) = QT

i (t, l) > 0, Ri(t, l) = RT
i (t, l) >

0, i = 1, · · · , N .
Due to the presence of N inputs in (4) and (5), we con-

sider a Nash game of N players and a Nash equilibrum
solution. On one hand, the i-th players will design his con-
trol strategy based on the state information, and his design
specification will be expressed in terms of a cost function
Ji. On the other hand, N players decide their strategies
through mutual cooperation. The solution to such a prob-
lem is found and is called a Pareto solution[18].

Definition 3[18]. A Pareto solution is a set {uuu ∈
Uxxx0 |uuu(·) = (uuuT

1 (·), uuuT
2 (·), · · · ,uuuT

N (·))T}, which minimizes

J(xxx0,uuu(·)) =

N∑
i=1

γiJi(xxx0,uuui(·)),
N∑

i=1

γi = 1 (6)

for a given initial condition xxx0 ∈ Rn, l0 ∈ D and some
0 < γi < 1, i = 1, 2, · · · , N .

We will consider an optimal control problem, which can
now be stated as (Q): for a given initial condition xxx0 ∈ Rn

of (4), determine an optimal state-feedback control strategy

uuu(t) = F (t, η(t))xxx(t)

such that (4) is stochastically stabilizable and the cost func-
tion (6) is minimized over {uuu(t) ∈ Uxxx0}, where F (t, l) =
(FT

1 (t, l), FT
2 (t, l), · · · , FT

N (t, l))T, l ∈ D. By invoking of
Definition 3, we call the state-feedback control strategy
uuu(t) = F (t, η(t))xxx(t) optimal Pareto control or optimal
Pareto solution.

It can be obtained from the theory of linear matrices
that for any uuuj(t) ∈ uuu(t), there exists matrix pi(t) ∈ Rm×m

subjected to uuui(t) = pi(t)uuuj(t), i = 1, 2, · · · , N, pj(t) = I,
I is a unit matrix, because uuu(t) is a linear feedback of
xxx(t). Without loss of generality, we assume that uuui(t) =
pi(t)uuuj(t), pj(t) = I, pi(t), i = 1, 2, · · · , N is the weight
matrix of uuui(t). It is explained that when N controls are
acting on a system, every control law is designed accord-
ing to its attention (pi(t)) paid by workers considering all
controls effects.

In the following section, we shall seek for an optimal
Pareto control uuu(t) = F (t, η(t))xxx(t) of (Q) for a given initial
condition xxx0 ∈ Rn over {uuu(t) ∈ Uxxx0}.
3 Optimal Pareto control

In this section, we shall present solutions of the opti-
mization problem stated in the above section.

First, we give several results which will be used in sub-
sequent developments. For each quadruple (0, τ,xxx0, l), 0 <
τ < ∞,xxx0 ∈ Rn, l ∈ D, we define an auxiliary cost function
J ′(0, τ,xxx0, l, ·) : L2

www,η([t0, τ ],Rm) → R by

J ′(0, τ,xxx0, l;uuu) =

N∑
i=1

γiE

[ ∫ τ

0

(xxxT(t)Qi(t, η(t))xxx(t)+

uuuT
i (t)Ri(t, η(t))uuui(t)dt)|η(0) = l

]

Applying the Itô-type formula we obtain the following re-
sults.

Lemma 2. If t → K(t, l) : [0, +∞) → Sn, l ∈ D, are
C1-functions, then for any control uuuj(t) in any admissible
pair (xxx(·),uuu(·)) of (4), we have

J ′(0, τ,xxx0, l;uuu(·)) =

xxxT
0 K(0, l)xxx0 − E[xxxT(τ)K(τ, η(τ))xxx(τ)|η(0) = l]+

E

[∫ τ

t0

(uuuj
T(t),xxxT(t))M(t, η(t))

[
uuuj(t)
xxx(t)

]
dt|η(t0) = l

]

where 0 < τ < ∞,xxx0 ∈ Rn, l ∈ D, and

M(t, l) =

[
R(t, l) bT

1 (t, l)K(t, l)
K(t, l)b1(t, l) ∆(t, l)

]

with

R(t, l) =

N∑
i=1

γipi(t)
TRi(t, l)pi(t)

b1(t, l) =

N∑
i=1

Bi(t, l)pi(t)

∆(t, l) =
d

dt
K(t, l) + K(t, l)A(t, l) + AT(t, l)K(t, l)+

r∑

k=1

CT
k (t, l)K(t, l)Ck(t, l) +

N∑
i=1

γiQi(t, l)+

d∑
j=1

qljK(t, j)

and uuui(t) = pi(t)uuuj(t), i = 1, · · · , N, pj(t) = I.
Proof. Applying Itô-type formula to xxxT(t)K(t, l)xxx(t),

integrating from t0 to τ , and taking expectations, we easily
obtain the desired result. ¤

Let us give a system of matrix differential equations of
the following form:

d

dt
X(t, l) + AT(t, l)X(t, l) + X(t, l)A(t, l) +

N∑
i=1

γiQi(t, l)+

r∑

k=1

CT
k (t, l)X(t, l)Ck(t, l) +

d∑
j=1

qljX(t, j)−

X(t, l)b1(t, l)R(t, l)−1bT
1 (t, l)X(t, l) = 0, t > 0, l ∈ D

(7)

where the parameters are defined as above. It is SGRAEs.
Definition 4[15]. A C1 function X : [0, +∞) → Sd

n,
X(t) = (X(t, 1), X(t, 2), · · · , X(t, d)) is said to be a solu-
tion of (7) if for every t ∈ [0, +∞) and l ∈ D, the ma-
trix R(t, l) is invertible and the relations (7) hold for all
t ∈ [0, +∞). A solution X of (7) is a minimal solution if

0 ≤ X(t) ≤ X̂(t) for arbitrary X̂(·), where X(t) and X̂(t)
are bounded and uniform positive solutions.

Corollary 1. If X(t) = (X(t, 1), X(t, 2), · · · , X(t, d)) is
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a solution of the system (7) defined on [t0, τ ], then

J ′(t0, τ,xxx0, l;uuu(·)) =

xxxT
0 X(t0, l)xxx0 − E[xxxT(τ)X(τ, η(τ))xxx(τ)|η(t0) = l] +

E

[ ∫ τ

t0

(uuuj(t)− Fj(t, η(t))xxx(t))TR(t, η(t))×

(uuuj(t)− Fj(t, η(t))xxx(t))dt|η(t0) = l

]
(8)

∀xxx0 ∈ Rn, l ∈ D,uuuj(t) ∈ L2
www,η([t0, τ ],Rm), where

Fj(t, l) = −R(t, l)−1bT
1 (t, l)X(t, l) (9)

Proof. It is easily obtained from Lemma 2. ¤
Lemma 3. Assume that X(t) is a bounded and uni-

form positive solution of (7). Then, (4) is stochastically
stabilizable and there exists a stabilizing feedback control

uuu(t) = F (t, η(t))xxx(t), uuui(t) = Fi(t, l)xxx(t) (10)

where Fi(t, l) = −pi(R(t, l))−1bT
1 (t, l)X(t, l) = piFj(t, l),

pj = I, η(t) = l, l ∈ D.
Proof. From Lemma 2 and Corollary 1, taking uuu(t) =

F (t, η(t))xxx(t), uuui(t) = pi(t)uuuj(t), uuuj(t) = Fj(t, l)xxx(t),
Fj(t, l) = −(R(t, l))−1bT

1 (t, l)X(t, l), i = 1, · · · , N, pj(t) =
I, t ∈ [0, +∞), and changing (7) into the following formu-
lation:

d

dt
X(t, l) +

(
A(t, l) +

N∑
i=1

Bi(t, l)Fi(t, l)

)T

X(t, l) +

X(t, l)

(
A(t, l) +

N∑
i=1

Bi(t, l)Fi(t, l)

)
+

r∑

k=1

CT
k (t, l)X(t, l)Ck(t, l) +

d∑
j=1

qljX(t, j) +

N∑
i=1

γiQi(t, l) + FT
j (t, l)R(t, l)Fj(t, l) = 0 (11)

Since R(t, l), Qi(t, l), b
T
1 (t, l), and X(t, l) are bounded and

continuous, Fj(t, l) is bounded and continuous, too. Let

H(t, l) =

N∑
i=1

γiQi(t, l) + FT
j (t, l)R(t, l))Fj(t, l)

H(t) = (H(t, 1), H(t, 2), · · · , H(t, d))

Obviously, H : [0, +∞) → Sd
n is a bounded uniform positive

and continuous function and satisfies

d

dt
X(t, l) +

(
A(t, l) +

N∑
i=1

Bi(t, l)Fi(t, l)

)T

X(t, l)+

X(t, l)

(
A(t, l) +

N∑
i=1

Bi(t, l)Fi(t, l)

)
+ H(t, l)+

r∑

k=1

CT
k (t, l)X(t, l)Ck(t, l) +

d∑
j=1

qljX(t, j) = 0, l ∈ D

From Lemma 1, we have known (4) is ESMS. That is, there
exists a bounded and continuous matrix function F (t, η(t))

such that uuu(t) = F (t, η(t))xxx(t) and (3) is ESMS. By Def-
inition 3, we obtain (4) is stochastically stabilizable and
uuu(t) = F (t, η(t))xxx(t) is a stabilizing feedback control. ¤

For each xxx0 ∈ Rn, the value function V associated with
the above problem is defined as

V (xxx0) = inf
uuu(·)∈Uxxx0

J(xxx0,uuu(·))

Definition 5. The optimization problem (Q) is called
well posed if V (xxx0) < +∞, for all xxx0 ∈ Rn.

Lemma 4. Let the feedback control uuu(t) = F (t,
η(t))xxx(t),uuui(t) = Fi(t, l)xxx(t, l), Fi(t, l) = −pi(R(t, l))−1×
bT
1 (t, l)X(t, l) = piFj(t, l), pj = I, η(t) = l ∈ D be sta-

bilizing. Then, its corresponding cost (5) with the initial
condition xxx0 is

J(xxx0,uuu(·)) =
∑

l∈D
πl(0)xxxT

0 X(0, l)xxx0

where πl(0) = P(η(0) = l) and X(t) = (X(t, 1), X(t, 2),
· · · , X(t, d)) is a bounded and uniform positive solution of
the system (11).

Proof. Lemma 1 guarantees the existence of the solu-
tion X(t) for (11). Applying Corollary 1 and substituting
uuui(t) = Fi(t, l)xxx(t) into (8), we have:

J ′(0, τ,xxx0, l;uuu) =

xxxT
0 X(0, l)xxx0 − E

[
xxxT(τ)X(τ, η(τ))xxx(τ)|η(0) = l

]

Letting t → +∞, we obtain

J(xxx0,uuu(·)) =
∑

l∈D
πl(0)xxxT

0 X(0, l)xxx0 ¤

Remark 1. Under the assumption that (4) is ESMS,
from Lemma 4 we know that any bounded and uniform
positive solution X(t) = (X(t, 1), X(t, 2), · · · , X(t, d)) of
(11) gives rise to an upper bound of the value function
V (xxx0) ≤

∑
l∈D πl(0)xxxT

0 X(0, l)xxx0. Hence V (xxx0) < +∞. It
is clear that ESMS implies the well-posed.

Theorem 1. Suppose that (4) is stochastically stabiliz-
able, then for the optimization problem (Q) described by
(4) and (5), we have:

1) The optimization Pareto problem is well posed.
2) The optimal performance value V (xxx0) and optimal

control uuu(t) = [uuuT
1 (t),uuuT

2 (t), · · · ,uuuT
N (t)]T of the system with

the initial condition xxx0 are respectively given by

V (xxx0) =
∑

l∈D
πl(0)xxxT

0 P̃ (0, l)xxx0

and

uuui(t) = Fi(t, l)xxx(t)

where Fi(t, l) = −pi(t)R(t, l))−1bT
1 (t, l)P̃ (t, l), πl(0) =

P(η(0) = l), pj(t) = 1, and P̃ (t) = (P̃ (t, 1), · · · , P̃ (t, d))
is a bounded and uniform positive solution of (7).

3) P̃ (t) is the minimal bounded and uniform positive
solution of (7).

Proof. 1) From the stochastic stable of (4) and Remark
1, it is easy to obtain the first conclusion.

2) Applying Corollary 1 for X(t, l) replaced by P̃ (t, l),
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we get

J ′(0, τ,xxx0, l;uuu(·)) =

xxxT
0 P̃ (0, l)xxx0 − E[xxxT(τ)P̃ (τ, η(τ))xxx(τ)|η(0) = l]+

E

[ ∫ τ

0

(uuuj(t)− F̃j(t, η(t))xxx(t))TR(t, η(t))×

(uuuj(t)− F̃j(t, η(t))xxx(t))dt|η(t0) = l

]
(12)

∀xxx0 ∈ Rn, l ∈ D,uuuj(t) ∈ L2
www,η([0, τ ],Rm), where

F̃j(t, l) = −R(t, l)−1bT
1 (t, l)P̃ (t, l)

Taking the limit in (12), we get

J(xxx0,uuu(·)) =
∑

l∈D
πl(0)xxxT

0 P̃ (0, l)xxx0−

lim
τ→∞

E[xxxT(τ)P̃ (τ, η(τ))xxx(τ)|η(0) = l]+

∑

l∈D
E

[ ∫ ∞

0

(uuuj(t)− F̃j(t, η(t))xxx(t))T×

R(t, η(t))(uuuj(t)− F̃j(t, η(t))xxx(t))dt|η(0) = l

]

for all uuu ∈ Uxxx0 .
On one hand, uuuj(t) = F̃j(t, η(t))xxx(t), F̃j(t, l) =

−R(t, l)−1bT
1 (t, l)P̃ (t, l), from Lemma 4, we have

J(xxx0,uuu(·)) =
∑

l∈D
πl(0)xxxT

0 P̃ (0, l)xxx0

where πl(0) = P(η(0) = l) and P̃ (t) = (P̃ (t, 1), · · · , P̃ (t, d))
is a bounded and uniform positive solution of (11). By the
property of the value function, we obtain

V (xxx0) ≤ J(xxx0,uuu(·)) =
∑

l∈D
πl(0)xxxT

0 P̃ (0, l)xxx0 (13)

On the other hand, since P̃ (t) is a bounded solution, it fol-

lows that there exists c̃ > 0 such that |P̃ (t, l)| ≤ c̃, ∀(t, l) ∈
[0, +∞)×D. Then, from the inequality
∣∣∣E

[
xxxT(τ)P̃ (τ, η(τ))xxx(τ)|η(0) = l

]∣∣∣ ≤ c̃E[|xxx(τ)|2|η(0) = l]

from Lemma 3, (4) is stochastically stabilizable, then
limτ→∞ E[|xxx(τ)|2|η(0) = l] = 0, we obtain

lim
τ→∞

∣∣∣E
[
xxxT(τ)P̃ (τ, η(τ))xxx(τ)|η(0) = l

]∣∣∣ = 0 (14)

Considering Ri(t, l) > 0 and γi > 0, we obtain that

J(xxx0,uuu(·)) ≥ ∑
l∈D πl(0)xxxT

0 P̃ (0, l)xxx0, which lead to

V (xxx0) ≥
∑

l∈D
πl(0)xxxT

0 P̃ (0, l)xxx0 (15)

Combining (13) with (15), we obtain that

V (xxx0) =
∑

l∈D
πl(0)xxxT

0 P̃ (0, l)xxx0

3) Since (4) is stochastically stabilizable, the existence
of the minimal solution of (7) guaranteed by Theorem

14 in Chapter 4 of [15] and (14) is verified. We as-

sume that P̃ (t) is not the minimal bounded and uniform

positive solution of (7) and P̂ (t) is a minimal bounded
and uniform positive solution of (7). Noting the follow-
ing fact: based on Corollary 1 and (14), for the solution

P̂ (t) = (P̂ (t, 1), P̂ (t, 2), · · · , P̂ (t, d)) of (7), we have

J(xxx0, ûuu(·)) =
∑

l∈D
πl(0)xxxT

0 P̂ (0, l)xxx0+

∑

l∈D
E

[ ∫ ∞

0

(ûuuj(t)− F P̂
j (t, η(t))xxx(t))T×

R(t, η(t))(ûuuj(t)− F P̂
j (t, η(t))xxx(t))dt|η(0) = l

]

where F P̂
j (t, l) = −(R(t, l))−1bT

1 (t, l)P̂ (t, l).
Let

ûuuj(t) = F P̂
j (t, η(t))xxx(t), ûuui(t) = piûuuj(t)

then

J(xxx0, ûuu(·)) =
∑

l∈D
πl(0)xxxT

0 P̂ (0, l)xxx0

So, we have

J(xxx0, ûuu(·)) =
∑

l∈D
πl(0)xxxT

0 P̂ (0, l)xxx0 ≤
∑

l∈D
πl(0)xxxT

0 P̃ (0, l)xxx0 = V (xxx0)

for any xxx0 ∈ Rn and πl(0) ≥ 0, P̂ (0, l) ≤ P̃ (0, l). The above
inequality contradicts with the the result of 1). Therefore,

P̃ (t) is the minimal solution of (7). ¤
Remark 2. Theorem 1 shows that the optimal Pareto

control of the system with white noise and Markovian
jumping corresponds to the minimal bounded and uniform
positive solution of (7). It is generalized Lemma 4.1 of [11]
to the system adding Markovian jumping.

Remark 3. For the stochastic linear quadratic reg-
ulation (LQR) with white noise and Markovian jump-
ing, [15−16] proved that its optimal value corresponds
to the maximal bounded and uniform positive solution of
SGRAEs when the cost weights are indefinite. When N = 1
or all controls are same and the matrices of cost weights are
positive definite, it is obtained that the optimal value of the
stochastic LQR corresponds to the minimal bounded and
uniform positive solution of (7). This result is better than
those of [15−16].

Remark 4. Nash games of N controls corresponding to
N states and cost functions for stochastic Itô system will
be a further research topic based on our obtained results
and [19].

4 Numerical example

In order to illustrate the above result, we present a nu-
merical example. Consider the stochastic linear system (4)
subjected to Markovian jumping and multiplicative noise
with n = 2, r = 1, d = 1, m = 1, and N = 2. In this case,
(4) becomes

dxxx(t) =(Axxx(t) + B1u1(t) + B2u2(t))dt+

C1xxx(t)dw1(t) + C2xxx(t)dw2(t) (16)

xxx =

[
x1

x2

]
∈ R2,xxx0 =

[
x10

x20

]
, ui(t) ∈ R
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and the coefficient matrices are given as follows:

A =

[
1 0
0 3

]
, B1 =

[
1
1

]
, B2 =

[
1

2
0

]

C1 = C2 =
1

2
I2

The cost function is

J(xxx0,uuu(·)) = E

∫ ∞

0

[
xxxT(t)(γ1Q1 + γ2Q2)xxx(t)+

2

3
u2

1(t) +
1

12
u2

2(t)

]
dt (17)

with

Q1 = Q2 =

[
1 0
0 0

]
, γ1 =

2

3
, γ2 =

1

3

Ri =1, R2 =
1

4
, p1 = 1, p2 = 2

In this case, (7) reduces to

d

dt
X(t) +

[
1 0
0 3

]
X(t) + X(t)

[
1 0
0 3

]
+

[
1 0
0 0

]
+

[
1 0
0 1

]
X(t)

[
1 0
0 1

]
−

X(t)

[
2
1

]
[2, 1]X(t) = 0 (18)

From Subsection 4.4 of [15], we know that the minimal
solution of (18) is

P̃ (t) =

[
1 0
0 0

]
≥ 0

Then the solution of the optimization problem is described
by (16), (17), and the set of admissible controls Uxxx0 is
constructed with the minimal solution of (18), that is

u1(t) = −(2, 1)P̃ (t)xxx(t)

u2(t) = −2(2, 1)P̃ (t)xxx(t)

The optimal value is

J(xxx0,uuu(·)) = [x10, x20]

[
1 0
0 0

] [
x10

x20

]

5 Conclusions

In this paper, we discuss an optimization problem with N
players of the stochastic systems with multiplicative white
noise and Markovian jumping in infinite time horizon. By
applying the generalized Lyapunov equation approach and
the solution of SGRAEs, we obtain an optimal Pareto so-
lution of the stochastic systems with multiplicative white
noises and Markovian jumping. It is proved that the con-
troller is a stabilizing feedback control and the solution of
SGRAEs is minimal associated with the optimal control.
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