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Abstract The present work considers a scenario that a multi-
actuator-sensor network neutralizes poisonous gas and tracks
the pollution sources in a bounded area. A novel algorithm is
proposed to minimize the system information uncertainty while
reaching balance on the workload of actuators. The method
combines the centroidal Voronoi tessellations (CVT) with a con-
sensus strategy. The CVT of the region insures a local opti-
mal position configuration of the actuators, thus the sensing un-
certainty can be minimized. The consensus algorithm utilizes
the connection information among actuators, and helps them to
reach a common workload. The consensus component will be
terminated or suppressed when the workload is averaged. The
consensus component may postpone the realization of CVT con-
figuration. But it could be viewed as a perturbation that helps
the actuators jump out of the local optimal CVT configuration.
As a result, the information uncertainty may be further reduced.
Comparison is drawn between the pure CVT algorithm and the
method with consensus strategy. Simulations validated the pro-
posed approach.
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Multi-agent systems have drawn much attention in com-
puter science and formed an important branch of dis-
tributed systems. The applications of multi-agent systems
are expected to gain robustness, or to enhance the effi-
ciency. A classic scenario is, a group of autonomous mo-
bile robots cooperate with each other, without a central-
ized controller. In the present work, cooperative robots
are implemented to track the pollution sources and spray
neutralizer in a certain area. The environment information
is obtained by wireless sensors which are distributed in the
area. Such a system which consists of mobile actuators and
wireless sensors is represented as multi-actuator-sensor net-
work (MAS-net) in this paper.

The first challenge in MAS-net is to configure large
amount of actuators on proper positions. The virtual rigid
structure with a leader-follower style is one of the early
solutions* ~®). The weak point is the leader. The structure
will collapse once the leader is lost. The artificial potential
field is another solution!®~"). Usually the positioning algo-
rithm is based on virtual spring force and a potential filed.
Such a solution could be totally distributed —no commu-
nication among agents at all. The equilibrium state of the
virtual spring places the robots at the desired positions of
the formation. But it has never been an easy job to design
potential field functions for complicated locating solution.
Game theory is a newly introduced solution®. The rel-
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ative positions are achieved by exploiting the mechanism
of non-cooperative games. References [9—10] formulated
the formation control problem as a synchronization con-
trol problem. Reference [11] pointed out that the position
control should be classified as formation regulation con-
trol and tracking control. In [12], the authors extended
the concept of “formation control” to unfixed pattern. In
fact, this is the general style of the problem. From their
point of view, the important thing is to achieve some util-
ity via formation control, rather than merely keeping the
robots in a good-looking formation. Centroidal Voronoi
tessellation (CVT) is utilized to solve the multi-robot coop-
erative problems[m*lg]. Voronoi partitions and proximity
graphs are used to solve the deployment and coverage of
certain areal’. In [16], the authors designed an adaptive
algorithm for robots to move towards the mass centroid of
their Voronoi regions. Its purpose is to record observations
about the sensory environment with increasing resolution.
The positions of sensors converge to a near-optimal sens-
ing configuration. The estimation of sensory parameters
are accelerated by introducing consensus scheme on esti-
mation algorithm!'™. Reference [18] introduced a simulta-
neous coverage and tracking (SCAT) algorithm to solve the
combined problem of area coverage and target tracking.

The secondary issue in MAS-net is to allocate the
work load among the actuators. There are many algo-
rithms on this issue, such as auctions*”! and game theory
solution!® 2%, The basic idea that attracts us is the concept
of consensus. Many researchers discussed the consensus
on robot movement, such as position and velocity, or even
acceleration®2' =2 But consensus on work load has not
been discussed in the literature, to the best of the authors’
knowledge. The consensus algorithms guarantee the robots
to reach a common place, or move in the same direction.
However, the synchronization information is not limited to
positions, errors or parameter estimations. It could be any
variable that represents certain feature. The present work
considers the scenario that a poisonous gas (or other ma-
terial) is leaking from several unknown sources. The mis-
sion to neutralize the poisonous gas requires a reasonable
division of the concerned area. Thus, the consensus infor-
mation is chosen as the accumulated gas amount of each
region. It is used to represent the workload of each actu-
ator. The consensus on cumulated poisonous gas can be
translated to a common workload that the actuators share.

The paper endeavors to solve the combined problem of
targets-tracking and task-allocation. The solution is com-
posed by a CVT location configuration algorithm and a
consensus protocol on actuators’ workload. This method
can track the movement of the pollution sources, mean-
while balance the workload of actuators in real time. The
proposed method may provide a local optimal configuration
for the actuators.

1 Problem formulation

First of all, the scenario in which MAS-net cooperate
is described in detail. There are several unknown sources
from which the poisonous gas is leaking. A group of wire-
less sensors are scattered in the field. A sensor only sends
information to its nearest actuator, in order to minimize
the energy cost and prolong the battery life. The actuators
search and track the pollution sources, using the informa-
tion collected by the wireless sensors. At the same time, the
actuators need to decide how to divide the region, so that
each actuator shares a common workload on the neutral-
izing task. The mission for MAS-net brings in two major
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issues. The first issue is the uncertainty of the environment
information, which is introduced by the communication be-
tween wireless sensors and actuators. The second one is the
workload assignment, which is coupled with the pollution
source tracking problem.

The information uncertainty can be modeled by the fol-
lowing equation:

mp) =3 mi =Y [ lo-plo@ia

The symbol P indicates the positioning configuration of the
actuators. Its elements are p;, i = 1,2,--- ,n. Each agent
i governs a region V; which is generated by p;. The sensors
in region V; only communicate and provide sensory infor-
mation to the actuator on position p;. A point in region V'
= Uj,V; is denoted as q. The measurement on V' is ¢(q),
g € V. In fact, ¢(q) is the measurement of the sensor at
position ¢, rather than the diffusion function of poisonous
sources. The information uncertainty defined in (1) is sup-
posed to be minimized while the executing of the mission.
Obviously, a discrete version of the above equation is nec-
essary for real sensor networks. The sensory value cannot
be obtained on every point in a region V;, thanks to the
limitation on the amount of sensors. Assume the sensors
are scattered uniformly in the region V, then the system
uncertainty can be expressed as

m(P) =3 H =33 o= pléla) @)

i=1j€V;

The symbol g¢; is the position of the sensor j, and ¢(g;) is
its reading.

According to the assumption that each sensor only com-
municates to its nearest actuator, a reasonable division of
the region V' is the Voronoi tessellation. Such a tessellation
is generated from the positions of mobile actuators. Let
q be a point on V, then the Voronoi tessellation can be
defined as

Vi={eeVi]lg—pill <llg—p;l, Vi#i}  (3)

It follows from the definition that V;NV; = (), and U}, V; =
V. By the definition of Voronoi tessellation, the informa-
tion uncertainty minimizing problem can be transformed
to the position configuration problem of actuators.

The second issue concerns the workload of actuators.
The balance of workload indicates that each actuator works
at a common efficiency. This efficiency can be defined as
the ratio between assigned gas amount and the neutralizer
that an actuator carries. In the present work, it is assumed
that actuators always carry enough neutralizer. Thus, the
workload balance problem can be reduced to the case where
each actuator has to neutralize a common amount of poi-
sonous gas.

The reading of a sensor at position ¢ is ¢(g), which can be
interpreted as the density of the poisonous gas at position
q. For an actuator, the workload can be represented as the
integral of density ¢(q) on its corresponding Voronoi cell:

My, = [, ¢(q)dq

It could also be called the mass weight of a Voronoi cell. In
case the sensors are static and spread uniformly in the en-
vironment, a discrete definition can replace the continuous
one to simplify the realization:

My, = ¥ 6(q)) (4)

q; €V;

There are several ways to measure the workload differ-
ence among actuators. The variance of the workload is a
good option. But it is a value related to the number of
actuators. It is more important to find out how far away
the present positioning configuration is from the average-
workload configuration. Within the present work, the ab-
solute error of measurement is

Hy(V) =) Hy=7Y | My, — M|’ (®)
i=1 i=1

where M is the average workload over the whole region
V. Such value cannot be calculated by the actuators with
the local information. It is observed globally and the av-
eraged workload M is given as a known parameter. The
variable Hs is just a measurement on workload difference.
It does not lead to a centralized controller on the behavior
of agents. In fact, the MAS-net is fully distributed. The
minimum of Hs implies a preferable location configuration
where the workload is balanced. It is a function of actua-
tor positions, since the Voronoi tessellation is a function of
these positions.

Both of the two issues are related to the position con-
figuration of mobile actuators. The trade-off between two
objectives is the key point of the solution. The present work
proposes a combined solution for the combined problem of
uncertainty minimizing and workload balancing, taking ad-
vantage of the MAS-net system.

2 Centroidal Voronoi tessellation

This section deals with the minimization of information
uncertainty. The mass weight of a Voronoi cell is calcu-
lated with the poisonous gas density ¢(q). It is proved
that the centroidal Voronoi tessellation (CVT) can pro-
vide local optimal configurations of the actuator positions.
The MAS-net constructs CVT and obtains the centroid in-
formation, without explicitly calculating the boundaries of
each Voronoi cell.

2.1 The minimum of H;

The mass centroid of region V; is defined as

. v a¢(a)dq
b= Jy, (a)da”’

The corresponding discrete definition is

> 4o(gs)
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By the definition of Voronoi tessellation in (3), the posi-
tions P are the generators of the cells. Centroidal Voronoi
tessellation indicates the Voronoi tessellation in which the
generators are exactly the mass centroids of corresponding
cells. Let P* = {p1,p5, - ,pr} be the mass centroids, then
CVT means P = P*.

It follows from (1) that H1(P) > 0. A local minimum can

be reached when 8(91;1 = 0. The solution of this equation is
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Thus, the CVT positioning configuration provides local
optimum of information uncertainty. It is a necessary con-
dition for the actuators to locally minimize the uncertainty
happened in the communication with sensors.

2.2 Construction of CVT

The most common and basic algorithm to construct dis-
crete CVT is Lloyd’s algorithm. It has a clear-cut itera-
tion between building Voronoi tessellations and computing
their centroids. Lloyd’s method requires fewer iterations,
but each iteration is expensive thanks to the precise cal-
culation on the Voronoi tessellation boundaries and mass
centroids. A substitute is the MacQueen algorithm. It
does not require precise construction of Voronoi tessella-
tions or mass centroid. But each iteration in MacQueen's
algorithm only moves one generator. The evolution would
be extremely slow if there are many actuators.

As a matter of fact, it is the information in a Voronoi cell
that drives an actuator to move, rather than the boundaries
or the intersections. The MAS-net ignores the calculation
on boundaries, and focuses on the sensor information. It is
based on MacQueen’s algorithm. The centroids are calcu-
lated directly and the actuators are driven towards them.

In MAS-net, both of the actuators and the sensors are
discretely distributed in the region of interest. As is stated
in the previous sections, a sensor only communicates with
its nearest actuator. To find the nearest actuator, a sensor
increases its communication range from 0. The first found
actuator must be the nearest. Such method can be used
at the first round of search. Omnce a sensor has already
connected to a certain actuator, it could adjust the com-
munication range corresponding to the movement to the
actuator. If a sensor detects 2 actuators within its com-
munication range, it could reduce the range so that it only
sends information to the nearest one. The consequence
is that the sensors divide themselves into several groups,
which represent different Voronoi cells. There is only one
actuator in each cell, which is located at the generator point
of the Voronoi tessellation.

An actuator can calculate the centroid with the sensor
readings in its corresponding Voronoi cell, and then drives
towards it. Assume the sensors are uniformly scattered
in the region V, the centroid can be calculated with (7).
Given region V', sensor positions ¢; € V, actuator positions
pi(k), the algorithm to build CVT can be represented as
Algorithm 1.

Algorithm 1 (Discrete CVT algorithm).
Load the initial actuator positions p;(0) € V;
Load the initial sensor positions g; € V/;
While convergence criterion not satisfied do
For every sensor ¢; do
find the nearest actuator p;(k);
send signal to p; to indicate ¢; € V;;
End for
Each robot calculate the mass centroid pj (k);
Each robot drives to p; (k);
k=k+1
End while

> = 2M., (pi — ;)

The actuators do not maintain a diffusion function lo-
cally. All the sensory information about the region V; is
obtained from the wireless sensors in V;. The Voronoi tes-
sellation and the sensor-actuator connections update dy-
namically. The algorithm do not give the Voronoi tessella-

tion explicitly, but every actuator is capable to calculate the
mass centroid, with the local information inside its Voronoi
cell.

Given the centroid of a Voronoi cell as p;, the error is
defined as e; = p; — p;. The actuator is driven by a PD
controller

ui(t) = kpei(t) + kaci(t) (8)

The actuators are modeled by the ordinary second-order
dynamics. The initial acceleration and velocity are both
set to 0. The control input will be the acceleration of the
actuators. The CVT position configuration can help the
actuators explore the polluted region. However, it cannot
guarantee the actuators to share a common workload in
large scale (see Section 4). The following section will dis-
cuss how to utilize the network connection information to
achieve a consensus on actuators’ workload.

3 Workload balancing

This section focuses on how to balance the actuators’
workload and how to resolve the conflict between uncer-
tainty minimizing and workload assignment. The basic idea
is to share information among actuators through connec-
tion between them.

The MAS-net includes both eternal and temporary con-
nections among agents. The connection between a sensor
and its nearest actuator is a temporary one. There exists a
network among actuators which will be hold during the ex-
ecution of the task. It guarantees a spanning tree, which is
an necessary condition for a network to reach consensus. It
also provides a few long range connections even when two
actuators are far away from each other. These links are
eternal ones. Temporary connections between actuators
could be built when two of them are neighbors according
to the CVT.

The sensor network can provide information about the
polluted field. The density (sensor reading) is larger when
it is nearer to the pollution sources, smaller when it is fur-
ther from the sources. The mass weight of a Voronoi cell
may represent the workload of an actuator. The consensus
on weight indicates that the actuators in system share a
common workload.

The basic strategy to reach consensus is to let one actua-
tor “encroach upon” its neighbor actuator’s Voronoi region,
if its workload is smaller than its neighbor’s. The action is
simple — drive towards it. The neighbor information is ob-
tained through the connection between actuators, including
eternal links and temporary ones. There are two essential
problems: when to encroach and what to do if it interrupts
the CVT positioning configuration. The proposed method
invokes the consensus procedure with a probability. This
probability converges to zero as the workload approaches
consensus. Given the graph A = {a;; }nx» which underlays
the actuator network, a;; = 1 if actuator ¢ and j are con-
nected. a;; = 1. Let N; denote the neighbors of actuator ¢,
j € N; if a;; > 0. Thus, actuator ¢ is a neighbor of itself.
The position of actuator ¢ is denoted by p;. The consensus
procedure can be represented as Algorithm 2.

Algorithm 2 (Workload consensus algorithm).
For each actuator ¢ do

Find the neighboring cell with maximal workload in

Ni;

Mark it as pmax, and set Vi, = Vp.05

Randomly generate a positive number p’ € (0,1);

If p° > pi then

wi(t) = kpei(t) + kaéi(t);
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Else
wilt) = kyom(0) = pi(®) + kg L=,
End if
End for

The symbol pjj € (0,1) is the threshold for an actua-
tor to choose its action. It is determined by the following
equation:
|AM]| _ [My,, — My,
My, My,

7

9)

7
Po =

If p* > pg, the actuator will handle the CVT driven move-
ment. Otherwise it will move towards the neighbor with
the maximal workload. Obviously, when the neighboring
actuators are of the same weight, pg = 0. The consensus
algorithm will stop driving any actuator towards another.
The workload balance strategy is a perturbation on the
CVT algorithm. It drives the actuator away from the CVT
configuration. Therefore, the encroach movement cannot
be too fast. In fact, Algorithm 2 only determines the direc-
tion that actuator moves. The control will be terminated
when the workload of actuators are the same. Such pertur-
bation effect helps the CVT configuration to jump out of
the local optimal, heading to a lower value of uncertainty.

4 Simulations

Numerical simulations are conducted to validate the pro-
posed methods. A group of actuators will search the square
area, and configure themselves onto positions which mini-
mize the information uncertainty. An exponential function
is employed as the density function describing the pollution
sources. For a pollution resource located at p;, the density
is

¢;(q) = 0.6exp {—10(q — 11;)°}

Then, the density function over the whole field V' with 4
pollution sources is

In the real world applications, sensors may not detect a
signal smaller than a certain value. Let so denote such
threshold. In the following simulations, sq is set to 0.1.
The simulation initial positions can be seen in Fig. 1.
The stars indicate the pollution sources. Four sources are
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Fig.1 The initial settings of simulations

located in the environment. They can move within the re-
gion V' : (0,1) % (0,1). Their initial positions are {(0.3,0.3),
(0.3,0.7), (0.7,0.3), (0.7,0.7)}. There are 12 robots execut-
ing the tracking and neutralizing task, which are initially
located in the region of (0,0.2) x (0,0.2), and indicated by
circles. In the simulations, the initial conditions in each
run are set the same as is shown.

4.1 CVT positioning configuration

The pollution sources are first set to be static to test
the construction process of CVT. They are located at the
initial positions.

The CVT configuration is satisfied, although workload
of actuators are not balanced yet. Fig.2 shows that the
actuators’ distance from the centroids converges to 0. That
means the CVT positioning configuration is achieved. The
final actuator positions generated by the proposed CVT al-
gorithm can be seen in Fig.3. The actuators gathered to
several groups due to Fig. 4, which represents the projection
of agent positions on unit square. The dashed lines indi-
cate the boundary of Voronoi cells. The left-bottom source
(denoted by a star) attracted 6 actuators around it. Mean-
while, there are only 1 or 2 actuators tracking the other
pollution sources. The actuator close to the left boundary
does not supervise any of the sources. In fact, its workload
is 0, which means the sensor readings in its Voronoi cell all
equal 0.

As shown in Figs.5 and 6, the sensing uncertainty H;
and the workload difference H2 both hold pretty high values
for pure CVT position configuration.
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Fig.2 The distance between actuators and centroids
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Fig.3 Position configuration with CVT algorithm
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Fig.4 The 2D projection of CVT configuration
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Fig.6 The workload divergence

A simulation on the CVT construction scheme of [18] is
also conducted. The control law over actuators is modi-
fied, in order to set the comparison under the same scale.
The initial conditions and the Simulink setting are inherited
from the MAS-net platform. The position configuration, as
is expected, is exactly the same as the result of the proposed
CVT construction. The interpretation is simple: both al-
gorithms are driven by the centroids of Voronoi cells. The
only difference is time cost on the simulation. The method
in [18] takes roughly 10% more time to finish the simu-
lation. The calculation on Voronoi boundaries leads this
difference. The test on the algorithm in [18] is conducted
under the assumption that the actuators know the density
distribution in its Voronoi cell, or it can obtain the sensor
readings with in its Voronoi cell.

4.2 CVT with balanced workload

Both static and dynamic pollution sources are discussed.
Algorithm 2 provides the control law of actuators. The
workload of actuators reaches consensus while the CVT

configuration is satisfied. In Fig. 5, the information uncer-
tainty reaches lower value than the pure CVT algorithm.
The same is the conclusion on the workload difference.

The final positions of actuators chasing dynamic pollu-
tion sources are represented in Figs.7 and 8. Every three
actuators form a triangle around a pollution source. All the
actuators participate in the tracking task and share a bal-
anced workload (Fig.6). Although the pollution sources
tried actively to escape, the actuators still organized a
circle-like formation around them. The point is, the work-
load is shared equally by all the actuators. The edges be-
tween actuators in Fig. 8 represent the topology of the ini-
tial network. The network is built by B-A model®”! based
on a complete graph with three nodes. According to the
observations, a non-complete graph provides better perfor-
mance on the consensus scheme. A complete graph of 12
actuators introduces oscillation. Another reason for oscil-
lation is the switching strategy between CVT positioning
algorithm and the workload consensus scheme. By follow-
ing the consensus algorithm, the actuator may deviate from
the CVT configuration. However, such behavior turned out
to be a perturbation on local optimal, and further reduced
the information uncertainty. Such deviation can be elimi-
nated by CVT algorithm after the consensus on workload
is constructed. Of course, there will be several actuators
moving back and forth between sources if the actuator num-
ber cannot be exactly divided by the number of pollution
sources.
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Fig.7 Position configuration with CVT and consensus scheme
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Fig.8 The 2D projection of CVT + consensus configuration.
The solid edges represent the connection between actuators.

Figs. 5 and 6 show that the information uncertainty H;
and workload difference Hs can both be further reduced by
combining consensus protocol with CVT positioning algo-
rithm.

5 Conclusions

The paper discusses the application of MAS-net on poi-
sonous gas tracking and neutralizing mission. A CVT al-
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gorithm combined with consensus strategy is introduced
to minimize information uncertainty while balancing the
workload among actuators. CVT positioning algorithm
configures the actuators on the local optimum of infor-
mation uncertainty, but cannot balance their workload.
It does not calculate the boundaries explicitly. The sen-
sor information is extracted to the centroid position of
the Voronoi cell directly. The consensus on the weight of
Voronoi cells offers a path to a common workload among
actuators. The proposed method utilizes the connections
among actuators. It has much better performance on work-
load assignment, and can further reduce the information
uncertainty than the pure CVT algorithm.
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