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Improved Performance of Fault Detection Based on

Selection of the Optimal Number of

Principal Components
LI Yuan1 TANG Xiao-Chu1

Abstract This paper presents a new method for selecting the number of principal components (PCs) in fault detection based on
principal component analysis (PCA). On the basis of the proposed fault signal-to-noise ratio (SNR), the optimal number of PCs can
be determined. SNR indicates the relationship between the sensitivity of fault detection and the number of PCs. By maximizing
the fault SNR, the optimal number of PCs can be selected and the performance of fault detection can be improved. This method is
applied to Tennessee Eastman process (TEP) and compared with the cumulative percent variance (CPV) method. The simulation
results demonstrate its good Performance.

Key words Fault detection, fault signal-to-noise ratio (SNR), sensitivity, principal component (PC)

Process monitoring including fault detection and diagno-
sis based on multivariate statistical process control (MSPC)

has been rapidly developed in recent decades[1−3]. One
of the most popular MSPC methods is based on principal
component analysis (PCA), which builds a PCA model us-
ing data measured during normal operating conditions. In
this methodology, it is necessary to determine the dimen-
sion of the PCA model, that is, the number of principle
components (PCs).

There are many methods for selecting the num-
ber of PCs[4−6], such as cumulative percent variance
(CPV)[7−8], cross validation[9], variance of reconstruction

error (VRE)[10], and so on. In the CPV method, the num-
ber of PCs is determined when the PCA model can express
the main information of original data. The cross-validation
method uses part of the training samples for model con-
struction, and the remaining samples are compared with
the predicted model. When the prediction residual sum of
squares becomes smaller than the residual sum of squares
of the previous model, the new component is added to the
model. The VRE method presents that the corresponding
PCs are deemed as the optimal PCs when the error of fault
reconstruction comes to minimum.

In most of the traditional methods, the determination
of the number of PCs seems to be based on the subjec-
tive idea, such as CPV, and none of these methods con-
sider the performance of fault detection. In this paper,
we introduce a new index to select the number of PCs; the
new index is termed fault signal-to-noise ratio (SNR). Fault
SNR reflects the relationship between the number of PCs
and fault detection sensitivity, which measures the perfor-
mance of fault detection[11]. In PCA method, SPE statistic
and T 2 statistic are usually used for fault detection. It is
well known that SPE statistic and T 2 statistic have differ-
ent performances of fault detection for a certain fault, and
both statistics show different behaviors with different num-
bers of PCs. Therefore, we define fault SNR for different
statistics and easily determine the number of PCs that gives
maximum sensitivity by examining fault SNR. In the def-
inition of fault SNR, we consider not only fault detection
sensitivity but also fault class. So, the proposed method
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based on fault SNR further improves the fault detection
performance. This method is applied to Tennessee East-
man process (TEP)[12] for fault detection of sensor fault,
and then compared with CPV method and the simulation
results show the advantages of the proposed method.

This study is organized as follows. In Section 1, some
background knowledge on PCA is discussed. In Section 2
the proposed method for selecting the number of PCs based
on fault SNR is introduced. Finally, the simulation based
on TEP is given compared with CPV method to illustrate
the good performance of the proposed method. The final
section is conclusion.

1 Principal component analysis

PCA is a statistical technique that transforms a corre-
lated original data to uncorrelated data set that represents
most of the information in original data. Let X0 ∈ Rn×m

denote the original data matrix with n samples and m vari-
ables. In PCA method, the original data is first scaled to a
matrix X with zero mean and unit variance. Then, based
on a singular value decomposition (SVD) algorithm, the
matrix X can be decomposed as follows:

X = TPT + E (1)

where T ∈ Rn×l and P ∈ Rm×l are the score matrix and
the loading matrix, respectively. The PCA transforms the
original set of m variables to a = l principal components.
PCA can be regarded as a classical linear dimension re-
duction technique, and the number of PCs is commonly
determined based on CPV method. The CPV method is
introduced as follows:

a∑
i=1

λi

m∑
i=1

λi

× 100% ≥ 85% (2)

where λi is the variance of score vector. When CPV is larger
than 85 %, the corresponding number of PCs is determined.

In PCA-based fault detection, statistics and their con-
trol limits should be established to determine whether a
process is in control or not. Common statistics include
SPE statistic, which indicates the degree of deviation of
each sample from the model, and T 2 statistic, which re-
flects on variations with PCA model. The two statistics
and corresponding control limits are given as follows:
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SPE = ‖xT
new − xT

newPaPT
a ‖2 = ‖xT

newP̃aP̃T
a ‖2 (3)

where xnew is a new observed vector to be detected. Pa

is a m × a matrix that consists of the first a columns of
the loading matrix P and P̃a is a m× (m− a) matrix that
consists of the remaining columns of P . The control limit
is calculated[13].

SPElimit = θ1

[
Cα

√
2θ2h2

0

θ1
+ 1 +

θ2h0(h0 − 1)

θ2
1

] 1
h0

(4)

θi =

n∑
j=a+1

λi
j(i = 1, 2, 3) (5)

h0 = 1− 2θ1θ3

3θ2
2

(6)

where Cα is normal distribution value with level of signifi-
cance α.

The T 2 statistic is calculated as

T 2 = xT
newPaS−1PT

a xnew (7)

where S is a diagonal matrix, which is the estimated co-
variance matrix of principal component scores. The control
limit is calculated[14].

T 2
a,n,α =

a(n− 1)

n− a
Fa,n−1,α (8)

where Fa,n−1,α is an F -distribution with degree of freedom
a and n − 1 and with level of significance α. If the SPE
statistic shows an unexpected large value, it means that
the data points go into the residual subspace. This means
that correlations between sensors that are observed during
normal operating conditions are lost. When T 2 statistic
shows unexpected values, it indicates deviation from nor-
mal values in PC subspace.

2 Selecting the optimal number of PCs
based on fault SNR

2.1 Definition of fault SNR

If observed sensor encounters a fault fξi, the sensor out-
put is described as follows:

x = x∗ + fξi (9)

where x∗ is an observation of sensor without the fault, f is
a scalar value that indicates the magnitude of fault, and ξi

is a fault direction vector that describes the effect of fault.
Based on (9), the SPE statistic can be given as follows

SPE = ‖(x∗ + fξi)
T − (x∗ + fξi)

TPaPT
a ‖2 =

‖(x∗ + fξi)
TP̃aP̃T

a ‖2 = ‖fξT
i P̃aP̃T

a ‖2 (10)

In (10), we allow x∗ = 0 and f = 1. It is due to x∗ that is
normalized to zero mean and unit variance. Equation (10)
shows that SPE is the squared norm of the projection of
fξi onto the residual subspace, and it depends on the num-
ber of PCs and the direction of fault. Based on the facts

described above, the fault SNR for SPE can be defined as
follows:

SNRSPE =
‖ξT

i P̃aP̃T
a ‖2

SPElimit
=

‖ξ̃i‖2
SPElimit

(11)

where ξ̃i is the projection of ξi onto the residual subspace.
SNRSPE is the ratio of SPE statistic to corresponding
control limit, and this ratio can be regarded as the sensi-
tivity. Therefore, fault SNR reflects on the sensitivity of
fault detection. When x∗ = 0, the fault SNR means the
ratio of a projection of fault onto residual subspace to the
control limit. So, it is reasonable to consider the numerator
as a signal and control limit as fault SNR noise.

For fault detection using T 2-statistic, it is calculated as
follows:

T 2 = (x∗ + fξi)
TPaS−1PT

a (x∗ + fξi) (12)

The fault SNR can be defined in a similar way as follows:

SNRT2 =
‖(x∗ + fξi)

TPaS−1PT
a (x∗ + fξi)‖2

T 2
limit

‖(ξT
i PaS−1PT

a ξi)

T 2
limit

(13)

By maximizing the fault SNR, the optimal number of
PCs giving maximum sensitivity is determined. Equa-
tions (11) and (13) show that fault SNR depends on the
number of PCs and fault direction. Therefore, the number
of PCs that maximizes the fault SNR is related with fault
direction. This indicates that fault detection based on only
one PCA can result in error detection and misdetection if
process exhibits different faults. However, determination of
the number of PCs based on fault SNR considers not only
the fault detection sensitivity but also the fault direction.
A different statistic has different optimal number of PCs,
which can improve the performance of fault detection.

2.2 Sensor fault

From the definition of fault SNR, it depends upon the
kind of fault and the number of PCs. If we want to deter-
mine the number of PCs, we should firstly determine the
fault direction. For sensor not included in control loops,
the fault direction is determined as follows: if the fault oc-
curs in the i-th sensor, the fault direction is given by (the
i-th component is 1, and the others are 0).

ξi = [0, · · · , 0, 1, 0, · · · , 0] (14)

3 Application studies for Tennessee
Eastman process

3.1 Process description

TEP simulator has been widely used as a bed of contin-
uous process for optimization strategies, monitoring, and
diagnosis. This process consists of five major units: a reac-
tor, a product condenser, a separator, a recycle compressor,
and a product stripper. TEP has 12 manipulated variables,
22 continuous process measurements, and 19 composition
measurements. In this paper, we selected 16 variables from
22 continuous measured variables, which are listed in Ta-
ble 1.
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Table 1 Process variables for fault detection and diagnosis

Variable Description Variable Description

1 A feed 9 Product separator temperature

2 D feed 10 Product separator pressure

3 E feed 11 Product separator underflow

4 A and C feed 12 Stripper pressure

5 Recycle flow 13 Stripper temperature

6 Reactor feed rate 14 Stripper steam flow

7 Reactor temperature 15 Reactor cooling water outlet temperature

8 Purge rate 16 Separator cooling water outlet temperature

3.2 Selecting the number of PCs based on fault
SNR

In this paper, the proposed method that selects the num-
ber of PCs based on fault SNR is illustrated using TEP
simulation data. The simulation results compared with the
CPV method demonstrate the superiority of the proposed
method and improved performance in fault detection. The
normal training data has 500 observations, and sampling in-
terval is 3min. Three sensor faults are introduced here: the
reactor feed rate sensor fault, product separator pressure
sensor fault, and separator cooling water outlet tempera-
ture, denoted by F1 ∼ F3, respectively. The fault occurs
at the 201st sample (603rd min).

First, we determine the number of PCs based on CPV
method. The result is given in Fig. 1, where we can see
when the number of PCs is 10, the CPV is larger than
0.85. So, the number of PCs is 10 according to the CPV
method. Then, we calculated the fault SNR for F1. The
fault SNR for SPE statistic and T 2 statistic is shown in
Fig. 2. Fig. 2 shows that the number of PCs that maxi-
mize the fault SNR for SPE statistic is 5, and the number
of PCs that maximize the fault SNR for T 2 statistic is 8.
According to the proposed method described in Section 2,
the number of PCs that maximize the fault SNR can give
maximum sensitivity of fault detection. Figs. 3 and 4 give
plots of each statistic normalized to its control limits with
different numbers of PCs. To conserve space, this paper
gives all plots of statistic normalized to its control limit
with 190∼ 210 samples. The plot illustrates that the num-
ber of PCs determined on the basis of fault SNR gives the
maximum fault detection sensitivity.

Fig. 1 The cumulative percent variance with the number of

PCs

(a) Fault SNR for SPE statistic

(b) Fault SNR for T 2 statistic

Fig. 2 Fault SNR for fault F1

Figs. 3 SPE statistics normalized by its control limit for F1
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Fig. 4 T 2 statistic normalized to its control limit for F1

(a) SPE statistic plot

(b) T 2 statistic plot

Fig. 5 Statistic plots with PCA model determined by the

CPV method for F1

In Figs. 3 and 4, the value of straight line is 1 which rep-
resents the normal operating condition. When the value of
statistic normalized by its control limit is larger than 1, it
illustrates that the sensor fault is detected. A larger degree

of deviation from control limit means the fault detection
is more sensitive. Therefore, for SPE statistic; when the
number of PCs is 12 and 15, fault F1 cannot be detected.
When the number of PCs is 5, statistic normalized to its
control limit deviate from the normal condition with the
largest value, which indicate that when the number of PCs
is 5, fault detection using SPE statistic is the most sensi-
tive. In a similar way, Fig. 4 shows that when the number
of PCs is 8, fault detection using T 2 statistic is the most
sensitive for fault F1. Based on the above facts, the de-
termination of the number of PCs based on fault SNR is
effective.

In Section 2, we described that the selection of the num-
ber of PCs based on fault SNR considers not only the fault
detection sensitivity but also the kind of fault. However,
selection method based on CPV only considers normal op-
eration data and never considers the performance of fault
detection[15−16]. Figs. 5 and 6 give statistic plots with PCA
model determined by fault SNR and CPV method, respec-
tively.

(a) SPE statistic plot

(b) T 2 statistic plot

Fig. 6 Statistic plots with PCA model determined by fault

SNR for F1

From Figs. 5 and 6, we can see that T 2 statistic plot with
the PCA model determined by the CPV and fault SNR
have desired fault detection results. However, for SPE
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statistic, the performance of fault detection is poor with
PCA model based on CPV method. However, the number
of PCs determined by fault SNR gives good performance
of fault detection. Therefore, from Figs. 3 ∼ 6, we can con-
clude that selection of the number of PCs by maximizing
fault SNR considers the fault detection sensitivity and the
kind of fault so that the number of PCs determined gives
good performance of fault detection.

Figs. 7 and 8 give the fault SNR for faults F2 and F3, re-
spectively. From Fig. 7, we can see that the number of PCs
that gives maximum sensitivity is 14 for SPE statistic and
15 for T 2 statistic. Fig. 8 shows that for fault F3, when the
number of PCs is 12, the PCA model gives maximum fault
detection sensitivity using SPE statistic is 12, and for T 2

statistic, the number of PCs that gives good performance is
15. From Figs. 7 and 8, we can see that different faults have
different PCA models and different statistics have different
optimal number of PCs. Based on the above advantages,
the selection of the number of PCs using fault SNR gives
good performance. Figs. 9 ∼ 12 show the plots of statistic
normalized to their control limit for faults F2 and F3. As
shown in these figures, PCA models with the numbers of
PCs selected by the proposed method show the optimum
sensitivity for each fault.

(a) Fault SNR for SPE statistic

(b) Fault SNR for T 2 statistic

Fig. 7 Fault SNR for fault F 2

For fault F2, we can clearly see from Figs. 9 and 10 that
the number of PCs that give the maximum sensitivity is
14 based on SPE statistic monitoring, and for T 2 statistic,
the optimal number of PCs is 15. The results that Figs. 9
and 10 show are consistent with the results based on the
fault SNR. For fault F3, the plots of statistic normalized by
their control limit in Figs. 11 and 12 also give the consis-
tent results based on fault SNR. Therefore, based on fault
SNR, the number of PCs for optimum sensitivity can be
determined without any prior information of faults. The
performance of PCA model based on fault SNR is shown,
compared with the CPV method in Figs. 13 ∼ 16.

Figs. 13 and 14 give the statistic plots with PCA model
determined by CPV and fault SNR, respectively. From
these figures, we can see that for fault F2, no matter what
statistic is used either SPE or T 2, the PCA model deter-
mined by fault SNR has better performance than that of the
CPV method. For fault F3 in Figs. 15 and 16, PCA model
based on CPV method is not accurate for SPE statistic.
However, the PCA model determined by fault SNR gives a
good performance of fault detection. Therefore, all the sim-
ulation results given above demonstrated that the number
of PCs is optimum by maximizing fault SNR.

(a) Fault SNR for SPE statistic

(b) Fault SNR for T 2 statistic

Fig. 8 Fault SNR for fault F3
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Fig. 9 SPE statistic normalized by its control limit for F2

Fig. 10 T 2 statistic normalized by its control limit for F2

Fig. 11 SPE statistic normalized by its control limit for F3

Fig. 12 T 2 statistic normalized by its control limit for F3

(a) SPE statistic plot

(b) T 2 statistic plot

Fig. 13 Statistic plots with PCA model determined by the

CPV method for F2
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(a) SPE statistic plot (b) T 2 statistic plot

Fig. 14 Statistic plots with PCA model determined by fault SNR for F2

(a) SPE statistic plot (b) T 2 statistic plot

Fig. 15 Statistic plots with PCA model determined by the CPV method for F3

(a) SPE statistic plot (b) T 2 statistic plot

Fig. 16 Statistic plots with PCA model determined by fault SNR for F3
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4 Conclusion

There are many known methods for selecting the number
of PCs, but none of these previous methods consider the
performance of fault detection. In this paper, fault SNR
is presented as an index of fault detection ability. The
number of PCs that maximizes the fault SNR to give op-
timal sensitivity is considered. Examining the fault SNR,
the optimum number of PCs can be easily determined for
sensor faults. Plots of statistic normalized by its control
limit (which can be regarded as the sensitivity) are given
to demonstrate that the number of PCs determined by the
proposed method is the most optimum and thus improves
sensitivity to fault detection. Furthermore, the proposed
method is compared with the CPV method, and the re-
sults show that the selection of the number of PCs based on
presented method gives the superior performance of fault
detection for different kinds of sensor faults.
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