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Delay-dependent LLL2-LLL∞ Filter for

Singular Time-delay Systems

WU Zheng-Guang1 SU Hong-Ye1 CHU Jian1

Abstract The problem of L2-L∞ filtering is discussed for sin-
gular time-delay systems. Attention is focused on the design of
full-order filter that guarantees the delay-dependent exponential
admissibility and a prescribed noise attenuation level in L2-L∞
sense for the filtering error dynamics. The desired filter can be
constructed by solving certain linear matrix inequality (LMI).
Numerical examples are given to show that the methods have
less conservatism.

Key words Singular systems, delay-dependent, L2-L∞ fil-
ters, linear matrix inequality (LMI)

Over the past decades, the filtering problem has been ex-
tensively investigated due to the fact that filtering is of both
theoretical and practical importance in signal processing.
For L2-L∞ filter designs, there have been fruitful results in
terms of the linear matrix inequality (LMI) approach[1−3].
Recently, considerable attention has been devoted to singu-
lar systems due to the fact that they can describe physical
systems better than state-space ones and have extensive ap-
plications. It should be pointed out that the analysis and
synthesis for singular systems are much more complicated
than those for state-space systems because it requires to
consider not only stability, but also regularity and absence
of impulses (for continuous singular systems) and causality

(for discrete singular systems) at the same time[3], and the
latter two need not be considered in regular systems. For
more details on singular systems, we can refer to [4]. Re-
cently, the filtering problem for singular systems has been
studied in terms of LMI approach. References [5−6] inves-
tigated the H∞ filtering issues for singular systems while
the L2-L∞ filtering results for singular systems were pre-
sented in [7]. When time-delays appear, [8−10] discussed
the H∞ filtering problem for singular time-delay systems.
So far, to the best of our knowledge, there has been no
delay-dependent method reported on the L2-L∞ filtering
problem for singular time-delay systems.

This paper is concerned with the problem of delay-
dependent L2-L∞ filtering problem for singular time-delay
systems. A delay-dependent condition is proposed, which
guarantees the considered singular time-delay system to be
exponentially admissible with a prescribed L2-L∞ perfor-
mance level. Based on it, an LMI method for designing an
linear full-order filter is proposed.

1 Problem formulation

Consider the singular time-delay systems

Eẋxx(t) = Axxx(t) + Adxxx(t− d) + Bωωωω(t)

yyy(t) = Cxxx(t) + Cdxxx(t− d) + Dωωωω(t)
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zzz(t) = Lxxx(t)

xxx(t) = φφφ(t), t ∈ [−d, 0]

(1)

where xxx(t) ∈ Rn is the state, yyy(t) ∈ Rs is the measure-
ment, zzz(t) ∈ Rq is the signal to be estimated, and ωωω(t) ∈
Rp is the disturbance input that belongs to L2[0,∞). d is
an unknown but constant time delay, d̄ is a known constant
satisfying 0 ≤ d ≤ d̄, and φφφ(t) ∈ Cn,d2 is a compatible vec-
tor valued initial function. The matrix E ∈ Rn×n may be
singular and it is assumed that rank E = r ≤ n. A, Ad,
Bω, C, Cd, Dω, and L are known real constant matrices
with appropriate dimensions.

We consider a filter with the following form:

Ef
˙̂xxx(t) = Afx̂xx(t) + Bfyyy(t)

ẑzz(t) = Cfx̂xx(t)
(2)

where the constant matrices Ef , Af , Bf , and Cf are the
filter matrices with appropriate dimensions, which are to
be designed. Augmenting (1) to include the states of the
filter, we obtain the following filtering error system

Ē ˙̄xxx(t) = Āx̄xx(t) + Ādx̄xx(t− d) + B̄ωωωω(t)

z̄zz(t) = L̄x̄xx(t)
(3)

where z̄zz(t) = zzz(t)− ẑzz(t), x̄xx(t) =
[
xxx(t)T x̂xx(t)T

]T
, and

Ē =

[
E 0
0 Ef

]
, Ā =

[
A 0

BfC Af

]
, Ād =

[
Ad 0

BfCd 0

]

B̄ω =

[
Bω

BfDω

]
, L̄ =

[
L −Cf

]

The problem to be addressed here is as follows: given
scalars d̄ > 0, γ > 0, and system (1), design a full-
order filter of the form (2) such that the filtering er-
ror system (3) with ωωω(t) = 0 is exponentially admissible
and under the zero-initial condition, the L2-L∞ perfor-
mance ‖zzz(t)‖∞< γ‖ωωω(t)‖2 is guaranteed for all nonzero
ωωω(t) ∈ L2[0,∞) and for any constant time delay d sat-

isfying 0 ≤ d ≤ d̄, where ‖zzz(t)‖∞= supt

√
zzz(t)Tzzz(t) and

‖ωωω(t)‖2=
√∫∞

0
ωωω(t)Tωωω(t)dt.

Lemma 1. If the singular time-delay system

Eẋxx(t) = Axxx(t) + Adxxx(t− d)

xxx(t) = φφφ(t), t ∈ [−d, 0]
(4)

is regular and impulse free, then there exists a scalar κ > 0
such that

sup
−d≤s≤d

‖xxx(s)‖2 ≤ κ‖φφφ(t)‖2d̄ (5)

Proof. Note that the regularity and the absence of im-
pulses of the pair (E, A) imply that there always exist two

nonsingular matrices M and N such that MEN =

[
Ir 0
0 0

]

and MAN =

[
A1 0
0 In−r

]
. Write MAdN =

[
Ad1 Ad2

Ad3 Ad4

]

and ξξξ(t) =

[
ξξξ1(t)
ξξξ2(t)

]
= N−1xxx(t). Then, the system (4) can

be written as

ξ̇ξξ1(t) = A1ξξξ1(t) + Ad1ξξξ1(t− d) + Ad2ξξξ2(t− d)

−ξξξ2(t) = Ad3ξξξ1(t− d) + Ad4ξξξ2(t− d)

ξξξ(t) = ψψψ(t) = N−1φφφ(t), t ∈ [−d̄, 0]

(6)
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Then, for any 0 ≤ t ≤ d, we have

‖ξξξ1(t)‖ ≤ (2k1d̄ + 1)‖ψψψ‖d̄ + k1

∫ t

0

‖ξξξ1(α)‖dα (7)

where k1 = max{‖A1‖, ‖Ad1‖, ‖Ad2‖}. Applying the well
known Gronwall Lemma, we obtain from (7) that for

any 0 ≤ t ≤ d, ‖ξξξ1(t)‖ ≤ (2k1d̄ + 1)‖ψψψ‖d̄ek1d̄. Thus,

sup0≤s≤d ‖ξξξ1(s)‖2 ≤ (2k1d̄ + 1)2‖ψψψ‖2d̄e2k1d̄. It is easy to

get from (6) that sup0≤s≤d ‖ξξξ2(s)‖2 ≤ 4k2
2‖ψψψ‖2d̄, where

k2 = max{‖Ad3‖, ‖Ad4‖}. Hence, there exists a scalar
κ > 0 such that (5) holds. ¤

2 Main results
Theorem 1. For prescribed scalars d̄ > 0 and γ > 0,

the singular time-delay systems





Eẋxx(t) = Axxx(t) + Adxxx(t− d) + Bωωωω(t)

zzz(t) = Lxxx(t)

xxx(t) = φφφ(t), t ∈ [−d, 0]

(8)

is exponentially admissible with L2-L∞ performance γ for
any constant time delay d satisfying 0 ≤ d ≤ d̄, if there ex-
ist matrix P and symmetric positive-definite matrices Q1,
Q2, Z1, and Z2 such that

ETP = PTE ≥ 0 (9a)



Ξ11 PTAd ETZ1E PTBω d̄2ATZ
∗ Ξ22 ETZ2E 0 d̄2AT

d Z
∗ ∗ Ξ33 0 0
∗ ∗ ∗ −I d̄2BT

ω Z
∗ ∗ ∗ ∗ −4d̄2Z




< 0 (9b)

[
ETP LT

∗ γ2I

]
≥ 0 (9c)

where Z = (Z1 + Z2), Ξ11 = PTA + ATP + Q1 − ETZ1E,
Ξ22 = −Q2 − ETZ2E, and Ξ33 = −Q1 + Q2 − ETZE.

Proof. Under the and condition of the theorem, we first
show the exponential admissibility of the singular time-
delay system (8) with ωωω(t) ≡ 0. Noting that rank E =
r ≤ n, we can always find two nonsingular matrices G

and H such that GEH =

[
Ir 0
0 0

]
. Denote GAH =

[
A1 A2

A3 A4

]
and G−TPH =

[
P̄1 P̄2

P̄3 P̄4

]
. From (9a),

it is easy to obtain that P̄2 = 0. Then, pre- and post-
multiplying Ξ11 < 0 by HT and H, respectively, we have
AT

4 P̄4+P̄T
4 A4 < 0, which implies A4 is nonsingular and

thus the pair (E, A) is regular and impulse free. Now, pre-
and post-multiplying (9b) by Π =

[
I I I 0 0

]
and

ΠT, respectively, we get PT(A + Ad) + (A + Ad)TP < 0.
Considering this and (9a), it can be deduced that the pair
(E, A + Ad) is regular and impulse free, and the matrix P
is nonsingular. Thus, the singular time-delay system (8)
with ωωω(t) ≡ 0 is regular and impulse free for any constant
time delay d satisfying 0 ≤ d ≤ d̄.

Next, we will show the exponential stability of system
(8). To this end, define the following Lyapunov candidate
for system (8) with ωωω(t) ≡ 0 as

V (xxxt, t) = xxx(t)TETPxxx(t) +

∫ t

t− d
2

xxx(s)TQ1xxx(s) ds +

∫ t− d
2

t−d

xxx(s)TQ2xxx(s) ds +

d

2

∫ 0

− d
2

∫ t

t+β

ẋxx(α)TETZ1Eẋxx(α) dαdβ +

d

2

∫ − d
2

−d

∫ t

t+β

ẋxx(α)TETZ2Eẋxx(α) dαdβ

(10)

where xxxt = xxx(t + θ) and − 2d̄ ≤ θ ≤ 0. Calculating the
derivative of V (xxxt, t) along the solutions of system (8) with
ωωω(t) ≡ 0 yields for any t ≥ d, we have

V̇ (xxxt, t) = 2xxx(t)TETPẋxx(t) + xxx(t)TQ1xxx(t)−
xxx(t− d)TQ2xxx(t− d) + xxx(t− d

2
)T(Q2 −Q1)xxx(t− d

2
)+

d2

4
ẋxx(t)TET(Z1 + Z2)Eẋxx(t)− d

2

∫ t

t− d
2

ẋxx(α)TETZ1E ×

ẋxx(α) dα− d

2

∫ t− d
2

t−d

ẋxx(α)TETZ2Eẋxx(α) dα

According to Jensen integral inequality[11], the following
equations are true:

− d

2

∫ t

t− d
2

ẋxx(α)TETZ1Eẋxx(α) dα ≤
[

xxx(t)
xxx(t− d

2
)

]T [−ETZ1E ETZ1E
∗ −ETZ1E

] [
xxx(t)

xxx(t− d
2
)

]
−

d

2

∫ t− d
2

t−d

ẋxx(α)TETZ2Eẋxx(α) dα ≤
[
xxx(t− d)
xxx(t− d

2
)

]T [−ETZ2E ETZ2E
∗ −ETZ2E

] [
xxx(t− d)
xxx(t− d

2
)

]

Thus, through algebraic manipulations, we have that when
t ≥ d, V̇ (xxxt, t) ≤ ηηη(t)TΨηηη(t), where

Ψ =




Ξ11 PTAd ETZ1E
∗ Ξ22 ETZ2E
∗ ∗ Ξ33


 +

d2

4




AT

AT
d

0


 Z




AT

AT
d

0




T

ηηη(t) =
[
xxx(t)T xxx(t− d)T xxx(t− d

2
)T

]T

Now, applying the Schur complements and from (9b), it
is easy to see that there exits a scalar λ0 > 0 such that
V̇ (xxxt, t) ≤ −λ0‖xxx(t)‖2. Moreover, by the definition of
V (xxxt, t), there exist positive scalars λ1, λ2, and λ3 such that

for any t ≥ d, V (xxxt, t) ≤ λ1‖xxx(t)‖2 + λ2

∫ t

t−d
‖xxx(s)‖2 ds +

λ3

∫ t

t−d
‖xxx(s − d)‖2 ds. Then, according to Lemma 1, it

is easy to get that there exists a scalar λ4 > 0 such that

V (xxxd, d) ≤ λ4‖φφφ(t)‖2d̄. Set Ĝ =

[
Ir −A2A

−1
4

0 A−1
4

]
G. It is

easy to get ĜEH =

[
Ir 0
0 0

]
and ĜAH =

[
Â1 0

Â3 I

]
,

where Â1 = A1 − A2A
−1
4 A3 and Â3 = A−1

4 A3. Denote

ĜAdH =

[
Ad1 Ad2

Ad3 Ad4

]
, Ĝ−TPH =

[
P1 P2

P3 P4

]
, and

HTQ1H =

[
Q11 Q21

∗ Q22

]
. Considering (9a) and nonsin-

gularity of P , we can deduce that P1 > 0 and P2 = 0.

Define ζζζ(t) =

[
ζζζ1(t)
ζζζ2(t)

]
= H−1xxx(t); then the system (8) with
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ωωω(t) ≡ 0 is a restricted system equivalent to

ζ̇ζζ1(t) = Â1ζζζ1(t) + Ad1ζζζ1(t− d) + Ad2ζζζ2(t− d)

−ζζζ2(t) = Â13ζζζ1(t) + Ad3ζζζ1(t− d) + Ad4ζζζ2(t− d)

ζζζ(t) = ψψψ(t) = H−1φφφ(t), t ∈ [−d, 0]

(11)

To prove the exponential stability, we define a new function
as

W (xxxt, t) = eεtV (xxxt, t), t ≥ d (12)

where the scalar ε > 0. Then, we find that for any t ≥ d

W (xxxt, t)−W (xxxd, d)≤
∫ t

d

eεs [
εV (xxxs, s)− λ0‖xxx(s)‖2] ds ≤

∫ t

d

eεα

[
ελ1‖xxx(α)‖2 + ελ2

∫ α

α−d

‖xxx(s)‖2 ds +

ελ3

∫ α

α−d

‖xxx(s− d)‖2 ds− λ0‖xxx(α)‖2
]

dα

(13)

By Lemma 1 and interchanging the integration sequence,
we get for any t ≥ d,

∫ t

d

eεα dα

∫ α

α−d

‖xxx(s)‖2 ds ≤ deεd

∫ t

0

eεα‖xxx(α)‖2 dα ≤

deεd

∫ t

d

eεα‖xxx(α)‖2 dα + d2e2εdκ‖φφφ(t)‖2d̄
∫ t

d

eεα dα

∫ α

α−d

‖xxx(s− d)‖2 ds ≤

de2εd

∫ t

d

eεα‖xxx(α)‖2 dα + 2d2e3εdκ‖φφφ(t)‖2d̄
(14)

Let the scalar ε > 0 small enough such that ελ1+εdeεdλ2+
εde2εdλ3 − λ0 ≤ 0. Then, substituting (14) into (13) gives
that there exists a scalar k > 0 such that for any t ≥ d,

λmin(P1)‖ζζζ1(t)‖2 ≤ V (xxxt, t) ≤ ke−εt‖φφφ(t)‖2d̄ (15)

Hence, for any t ≥ d,

‖ζζζ1(t)‖2 ≤ λmin(P1)
−1ke−εt‖φφφ(t)‖2d̄ (16)

Combining Lemma 1 yields for any t > 0, ‖ζζζ1(t)‖2 ≤
ae−εt‖φφφ(t)‖2d̄, where a = max{λmin(P1)

−1k, κ||H−1||2eεd̄}.
Applying the same approach of [9], it is easy to prove
from (9) that there exist scalars ρ > 0 and ε1 > 0 such
that ‖ζζζ2(s)‖2 ≤ ρe−ε1t‖ζζζ2(s)‖2d̄, which means, combining
(16), that system (8) is exponentially stable for any con-
stant time delay d satisfying 0 ≤ d ≤ d̄.

Next, we will establish the L2-L∞ performance. Choose
the Lyapunov functional candidate as in (10) and the index

W (t) = V (xxxt, t) −
∫ t

0
ωωω(s)Tωωω(s) ds for system (8). Under

zero initial condition, it easy to see that

W (t) =

∫ t

0

[
V̇ (xxxs, s)−ωωω(s)Tωωω(s)

]
ds ≤

∫ t

0

[
ηηη(s)
ωωω(s)

]T

Θ

[
ηηη(s)
ωωω(s)

]
ds

where

Θ =



Ξ11 PTAd ETZ1E PTBω

∗ Ξ22 ETZ2E 0
∗ ∗ Ξ33 0
∗ ∗ ∗ −I


 +

d2

4




AT

AT
d

0
BT

ω


 Z




AT

AT
d

0
BT

ω




T

Hence, by Schur complements, (9b) implies that for any
t > 0, W (t) < 0 for any non-zero ωωω(t) ∈ L2[0,∞). Thus,

V (xxxt, t) <
∫ t

0
ωωω(s)Tωωω(s) ds. On the other hand, (9c) im-

plies LTL ≤ γ2ETP . Therefore, for any t > 0, zzz(t)Tzzz(t) =

xxx(t)TLTLxxx(t) ≤ γ2xxx(t)TETPxxx(t) < γ2
∫ t

0
ωωω(s)Tωωω(s) ds ≤

γ2
∫∞
0

ωωω(s)Tωωω(s) ds. Thus, L2-L∞ performance ‖zzz(t)‖∞<
γ‖ωωω(t)‖2 is guaranteed. Therefore, the singular time-delay
systems (8) is exponentially admissible with L2-L∞ perfor-
mance γ. ¤

Theorem 2. For prescribed scalars d̄ > 0 and γ > 0,
the filtering error system (5) is exponentially admissible
with L2-L∞ performance γ for any constant time delay d
satisfying 0 ≤ d ≤ d̄, if there exist matrices X, U , Āf , B̄f ,
C̄f and symmetric positive-definite matrices S1, S2, R1 and
R2 such that

ETX = XTE ≥ 0 (17a)

ETU = UTE ≥ 0 (17b)

ET(X − U) = (X − U)TE ≥ 0 (17c)



∆1 ∆2 ∆4 ETR1E (X − U)TBω d̄2ATR
∗ ∆3 ∆5 ETR1E Ψ d̄2ATR
∗ ∗ ∆6 ETR2E 0 d̄2AT

d R
∗ ∗ ∗ ∆7 0 0
∗ ∗ ∗ ∗ −I d̄2BT

ω R
∗ ∗ ∗ ∗ ∗ −4d̄2R




< 0

(17d)



ET(X − U) ET(X − U) LT + C̄T
f

∗ ETX LT

∗ ∗ γ2I


 ≥ 0 (17e)

where R = R1 + R2, Ψ = XTBω + B̄fDω, and

∆1 = AT(X − U) + (X − U)TA− ETR1E + S1

∆2 = ĀT
f − ETR1E + S1

∆3 = ATX + CTB̄T
f + XTA + B̄fC − ETR1E + S1

∆4 = (X − U)TAd

∆5 = XTAd + B̄fCd

∆6 = − S2 − ETR2E

∆7 = − S1 + S2 − ET(R1 + R2)E

Then, a desired H∞ filter in the form of (3) can be chosen
with parameters as

Af = − U−T(Āf −AT(X − U)−XTA− B̄fC)

Bf = U−TB̄f , Cf = C̄f , Ef = E
(18)

Proof. By Theorem 1 and the methods of [4, 8], the
desired results can be obtained easily. ¤

3 Numerical examples
Example 1. Consider the singular time-delay system
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(4) and

E =

[
1 0
0 0

]
, A =

[
0.6341 0.5413
−0.6121 −1.121

]

Ad =

[−0.45 0
0 −0.1210

]

Comparing the result in Theorem 1 with the methods in
[10,12−15], we get Table 1, which demonstrates our result
has less conservatism.

Table 1 Comparison of maximum allowed delays d̄

[12] [13] [10] [14−15] Theorem 1

2.4841 1.1576 2.1372 2.4865 2.5176

Example 2. Consider singular time-delay system (8)
with the following parameters:

E =

[
1 0
0 1

]
, A =

[ −2 0
0 −0.9

]
, Ad =

[ −1 0
−1 −0.9

]

BBBω =

[
0
1

]
,CCC =

[
1
0

]T

, Cd = 0, Dω = 1, LLL =

[
1

1.2

]T

In this example, the time delay upper bound d̄ is assumed
to be 1.1. The minimum L2-L∞ performance γ of the fil-
tering system (3) achieved by [2] is 0.5460. However, ap-
plying Theorem 2 in this paper, the achieved L2-L∞ per-
formances of the filtering system (3) can be calculated as
0.4872. Thus, for the above system, Theorem 2 in this
paper is less conservative than that in [2].

Example 3. Consider the singular time-delay system
(1) with the following matrices

E =

[
1 0
0 0

]
, A =

[
0.4 0.2
0.1 −1

]
, Ad =

[ −0.9 1
0 0.5

]

BBBω =

[ −1
0.4

]
, CCC =

[
1 −0.9

]
, CCCd =

[
0.5 0.4

]
,

Dω = 1, LLL =
[ −1 0

]

For this example, the time delay upper bound d̄ = 0.6 and
L2-L∞ performance index γ = 3.5. Solving the LMIs (17),
we get the desired filter with the following parameter ma-
trices as follows

Ef =

[
1 0
0 0

]
, Af =

[−1.2466 4.8477
−0.3834 −1.1635

]

BBBf =

[
0.3736
−0.4624

]
, CCCf =

[
0.3211 0

]

The simulation result of the state response of the designed
filter is given in Fig. 1, where the exogenous disturbance
input ωωω(t) is given as ωωω(t) = 2.5/(2 + 5t), t ≥ 0. Fig. 2 is
the simulation result of the error response of zzz(t)− ẑzz(t) of
the designed filter. It can be seen that the designed L2-L∞
filter satisfies the specified requirements.

4 Conclusion
The problem of L2-L∞ filtering for singular time-delay

systems is investigated in this paper. A delay-dependent
sufficient condition for the solvability of the problem has
been obtained in terms of a set of LMIs. Several numerical
examples are provided to demonstrate the effectiveness of
the proposed methods.

Fig. 1 State responses of xf1(t) and xf2(t)

Fig. 2 Error response of z̄(t)
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