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The 3D Face Recognition Algorithm Fusing
Multi-geometry Features

SUN Yan-Feng1 TANG Heng-Liang1 YIN Bao-Cai1

Abstract The 3D face recognition attracts more and more attention because of its insensitivity to the variance of illumination and
pose. There are many crucial problems to be solved in this topic, such as 3D face representation and effective multi-feature fusion. In
this paper, a novel 3D face recognition algorithm is proposed and its performance is demonstrated on BJUT-3D face database. This
algorithm chooses face surface property and the principle component of relative relation matrix as the face representation features.
The similarity metric measure for each feature is defined. A feature fusion strategy is proposed. It is a linear weighted strategy based
on Fisher linear discriminant analysis. Finally, the presented algorithm is tested on the BJUT-3D face database. It is concluded
that the performance of the algorithm and fusion strategy is satisfying.

Key words 3D face recognition, feature representation, feature fusion

Automatic face recognition (AFR) has been studied for
over 40 years. It has become one of the most active re-
search areas in pattern recognition and computer vision.
Much progress has been made on its theories and algo-
rithms in the past years. But most of them are based on
two-dimensional face images. It has been demonstrated
that the pose and illumination variances of face images
influence seriously the recognition performance, and the
images of the same individual with different poses or illu-
minations have less similarity than the images from differ-
ent individuals with the same pose or illumination. There-
fore, one of the greatest remaining research challenges in
face recognition is to recognize faces across different poses
and illuminations, and it has become a bottleneck for the
progress of face recognition research.

With the development of 3D information acquisition
technology, it is likely and convenient to acquire the 3D
data of an object. Compared with the 2D face image, the
3D face data contains more spatial information, which is
inherent property of the face and is robust to the uncon-
trollable environment where 2D appearance can be affected.
In recent years, the 3D face recognition has attracted more
and more attention, and has become one of the valuable
research topics. Meanwhile, many 3D face recognition al-
gorithms have been presented[1].

1 Related works

Like the 2D face recognition, the representation of the
face features is obviously one of the crucial problems in
3D face recognition. The common methods of feature rep-
resentation can be categorized as follows. The first cate-
gory of methods are based on face surface analysis. Face
is a complex surface. All face surfaces have nearly same
structures but different details. The utilization of face sur-
face curvature is a common method in 3D face recogni-
tion. Hallinan has recognized face by detecting face fea-
tures and their relative locations[2]. The face surface cur-
vatures were extracted and used for face recognition by
Gordon[3]. But this method is sensitive to noises because
of the relativity between the curvature and the second-order
derivative. Samir has selected face surface contours as face
feature and defined the contours distance as metric mea-
sure for face recognition[4]. Moreno has investigated the
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representation ability of face feature by experiments and
concluded that face surface curvature can perform better
than the surface area[5]. The second category of methods
are based on the range image. The range image is usu-
ally formed from 3D coordinate data, and then, the sub-
space method is performed on range images. Hesher has
explored principal component analysis (PCA) and indepen-
dent component analysis (ICA) approaches with face range

images[6]. The recognition results indicated that the per-
formance from ICA is superior to that from PCA, but the
method based on ICA needs much more training samples
in gallery. Achermann has compared PCA and the hidden
Markov model (HMM) approaches for 2D face recognition
with range images, and demonstrated the PCA approach
had better recognition performance than HMM[7]. The
third category of methods are based on face profiles. Its key
step is the extraction of face profile. Then, some reference
points are defined to represent the face and to match with
the gallery samples for face recognition[8−9]. The fourth
category fuses multiple features for face representation. Ev-
ery face representation feature has its limitation and advan-
tage, so fusing multi-features or multi-approaches for face
recognition is more reasonable and feasible. This represen-
tation can combine different statistic features, exert the ad-
vantages of every feature, and approach and result in more
exact and robust recognition performance[10−12]. However,
the fusion strategy is a crucial problem to be solved firstly.

These methods above can get good recognition results
on a small scale face database. But they are restricted by
the different face data formats, and can not be popularized
easily. This means that these algorithms depend on the
input 3D face data, and different features can be extracted
from various input data. In addition, a face surface is not
rigid and face recognition performance also depends largely
on face expression and age variation. These factors must
be considered when face feature is defined. Meanwhile, a
3D face image contains large amounts of data, and only
the face features that lose little discriminating information
but contain proper amounts of data can be used for face
representation.

According to the idea above, this paper proposes a 3D
face recognition algorithm whose 3D face data include
vertices coordinates and their connected relation. This
algorithm defines some face representation features and
their similarity metric measures, and then, a novel linear
weighted strategy based on Fisher linear discriminant anal-
ysis (FLDA) is proposed to fuse the different face features.
Finally, the proposed algorithm is tested on the BJUT-3D
face database[13]. The experimental results indicate that
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the recognition performance of this method is satisfying,
and the feature fusion strategy is effective.

2 3D face normalization

In this paper, the 3D face data are acquired by Cyber-
Ware 3030RGB/PS laser scanner (see Fig. 1 (a)). The data
are so large that data of every 3D face are composed of more
than 200 000 vertices and 400 000 triangular patches with
a collection of connected edges and vertices.

(a) 3D scanner (b) The cut 3D face (c) Face correction

Fig. 1 3D scanner and original face data process

Because the acquired 3D face samples are noisy and
spinose, a preprocessor is needed to remove these spike,
to fill the holes that result from removing spikes by in-
terpolation and to smooth the whole face surface. Then,
the face is trimmed from the whole scanned data by cut-
ting boundary and removing the 3D data lying on hair and
shoulder (see Fig. 1 (b)). Lastly, all trimmed 3D face data
are corrected to a uniform coordinate system. Here, the
discrete 3D face vertices fit to a cylinder. The center axis
of the cylinder is defined as Z-axis with the positive direc-
tion upward, and the direction through the nose tip for-
ward and perpendicular to the Z-axis is the Y -axis, and
the X-axis is obtained by cross product of the Z-axis and
the Y -axis (see Fig. 1 (c)). As every 3D face sample does
not have the same amounts of data (numbers of vertices
and triangular patches), it is needed to align the 3D faces
with pixel-wise correspondence with the human face prop-
erties by the mesh resampling method[14]. Moreover, the
resulting 3D face samples keep alignment based on the face
features, contain the same numbers of vertices and trian-
gular patches. This means that the vertices and triangular
patches of every sample can be recorded by the same rule,
and the vertices with the same sequential number but of
different samples are in the same location of face.

In face recognition, we pay attention to the face feature
areas such as eye, brow, nose, mouth, and so on. In order
to reduce unnecessary information, the aligned face samples
are trimmed as follows. First, two key feature points (the
nose tip and another outboard vertex on the left brow) are
located (see Fig. 2 (b)). Because the Y -axis represents the
face depth information, the nose tip vertex can be searched
easily as the vertex with the maximum y-value from 3D
face data. The outboard texture vertex on the left brow can
be determined by face detection algorithm. Corresponding
coordinate can be acquired by the mapping relationship
between the texture and the shape information. It must be
mentioned that all the 3D face samples used in this paper
keep the alignment based on the face features. The process
of searching the two key feature points need to be carried
out only once, and the sequence numbers of the two key
points on the face surface can be recorded. Given a new
3D face sample, the two key points can be located by their
sequence numbers directly.

After locating the two key feature points, a sphere with
radius r and center at the nose tip is then used to trim the

3D face geometry data and the corresponding registered
2D face texture data, where r is the Euclidean distance
between the two key points. Then, the trimmed 3D face
data are recorded and will be used in the experiment. All
the 3D face samples are processed by this method, and
the normalized 3D face can be obtained. Fig. 2 shows the
aligned 3D, the searching result of the two key points, the
trimmed boundary, and the final trimmed 3D face.

(a) Aligned 3D face (b) Key feature points

(c) The trimmed boundary (d) The final trimmed face

Fig. 2 The 3D face retrimming and final result

3 3D face feature extraction and fusion

The rimmed 3D face is a 3D surface. All face surfaces
are different from each other. If a face is represented by
its vertice coordinates, the dimension is so high that the
computation and analysis of face recognition will be time-
consuming. In this paper, we analyze the character of face
surface, define some 3D face features, and extract these
features for recognition.

3.1 3D face feature representation and extraction

In order to reflect the essential face attributes, we con-
sider two kinds of face features for face representation. One
kind is the face surface attribute features (e.g. face surface
area, face surface volume, the normal vectors of face feature
points, and so on). Another is the correlation of face key
feature points. Because of the slight variations in face ex-
pression and corrected head pose, the Euclidean distances
between the key feature points will be different for a same
individual, but their relative location is invariable. So if
we can construct relative invariable face features, then we
can analyze their properties and fuse these features. It
will be possible that the recognition performance might be
improved while these invariable features are used for face
representation.

The features describing face surface properties include
the face surface area S, face surface volume V , normal vec-
tor N of key feature points, and relative distance matrix
T between the key points on face surface. 59 key feature
points distributing on brows (25), eyes (14), nose (8), and
mouth (12) areas are marked. For more details of these
feature points please refer to Fig. 3. Next, the surface fea-
ture extraction methods are introduced and their similarity
measures are defined.
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Fig. 3 Marked key feature points on face surface

All 3D face samples are arranged by discrete vertices and
triangular patches, which provide us the coordinates, tex-
ture, and adjoining vertices information of every vertex. So
the face surface area S can be calculated by the sum of all
the triangular patch areas. It can be calculated with Helen
formula as

S =
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where M denotes the number of triangular patches for a
given face sample, and Si(i = 1, · · · , M) is the i-th trian-
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patch. The area similarity measure Dij
S of the two face

samples i and j can be represented by the absolute value
of difference of their surface areas.

Every triangular patch can be projected vertically to the
reference plane α, which is spanned by X-axis and Z-axis.
And the projection of every triangular patch can form a
triangular column. Then, the volume feature V of face sur-
face can easily be estimated as the sum of all the triangular
columns volume approximately by

V =

MX
i=1

Vi (2)

where Vi = S′i ×Hi, S′i = Si cos θi, cos θi = cos < nnni, yyy >=
(nnni · yyy)

‖nnni‖ × ‖yyy‖ , and Hi =
yi
1 + yi

2 + yi
3

3
. Vi is the triangular

column volume formed by the i-th triangular patch, S′i de-
notes the projection areas of the i-th triangular patch on
the plane α, Hi denotes the distance from the barycenter
of the i-th triangular patch to the plane α, and θi stands
for the angle between the i-th triangular patch plane and
the reference plane α. The nnni denotes the normal vector of
the i-th triangular patch, and yyy denotes the unit direction
(0, 1, 0). The volume similarity measure Dij

V of the two face

samples i and j can be represented by the absolute value
of difference of their surface volumes.

The normal vector N at a feature point can be calcu-
lated by averaging the normal vectors of all the triangular
patches adjoined with this feature point. For a given face
sample, we mark the m feature points first. Then, the nor-
mal vectors of all the feature points forms a 3×m normal
matrix, that is,
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where N i denotes the normal matrix of feature points for
the i-th sample, nnni

1 denotes the normal vector of the first
feature point, and ni

1x, ni
1y and ni

1z are three components

of vector nnni
1. Then, every face sample can be represented

directly as the matrix form above. The similarity measure
of normal vector matrix of two face samples Dangle(N

i, N j)
can be defined as the angle distance between normal vectors
of all corresponding feature points, that is,

Dangle(N
i, N j) =
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k)

‖ni
k‖ × ‖nj

k‖
(4)

In order to describe the correlation of all feature points
on face surface, this paper uses the relative distance ma-
trix (RDM) based on the face key feature points as one of
the face representation features. In general, the Euclidean
distance metric is used for the similarity measure of RDM.
This measure will get just a scalar quantity metric and is
impossible to take much more details into consideration.
Much of the spatial information such as the relative loca-
tion of the feature points will be neglected. Furthermore,
all face samples have been aligned and corrected, but the
Euclidean distance between key feature points can be af-
fected frequently by the head pose and expression. This will
result in much more errors to affect face recognition per-
formance. In this paper, a novel similarity measure based
on relative Euclidean distance matrix of the feature points
is proposed. This measure takes the principal components
of the relative Euclidean distance matrix as the eigenvector
to represent the face sample. It not only takes the relative
location of all the feature points into consideration, but
also reduces the effect of head pose resulting from the head
movement. The relative distance between two key feature
points is defined as

dk
ij =

p
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (5)

(i, j = 1, · · · , m)

(xi, yi, zi) and (xj , yj , zj) stand for the coordinate parame-
ters of the i-th and the j-th feature points. The dk

ij denotes
the Euclidean distance between the i-th and the j-th fea-
ture points for the k-th face sample. Thus, the RDM T k is
defined as

T k =

2
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With the former definition, the k-th face sample can be
represented by the matrix T k with m×m dimensions. So
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the similarity measure of the RDM of two samples can be
defined as

Dij =

mX

k=1

mX

l=1

|di
kl − dj

kl| (7)

If many key feature points are marked on a face surface,
the RDM will be a large scale complex matrix. In this sit-
uation, the PCA will be used to reduce dimension of the
RDM for further analysis. The dimension reduction not
only reduces computation consumption but also denotes
which vector (or key point) in T k is of more classification
information. By the PCA process, a series of optimal pro-
jective vectors XXX1, XXX2, · · · , XXXp are obtained and the eigen-
vectors with the top d eigenvalues are denoted by XXX1, XXX2,
· · · , XXXd. Thus, the RDM of a face sample can be projected
in every direction Xk as

Yk = TXk k = 1, 2, · · · , d (8)

Hence, the relative distance matrix T can be projected
in the optimal directions XXX1,XXX2, · · · ,XXXd, that is,

Y = [Y1 Y2 · · · Yd] = T [XXX1 XXX2 · · · XXXd] (9)

It means that the RDM of every face sample can be rep-
resented by the matrix Y .

This 3D face representation model can be calculated eas-
ily and directly, and does not need the training set for
learning. Compared with statistic learning methods, the
recognition performance of this algorithm can not be de-
creased because of the data distribution difference between
the training data set and the test data set. In addition, the
feature of RDM makes the face recognition performance
more robust to the facial tiny expression, time lapse, and
pose correction errors.

3.2 The feature fusion strategy

A different face feature provides different discriminative
information and also has different discriminative capabil-
ity. It also plays a different role in face recognition. Single
features can provide the limited discriminative information
and local applicability. Face recognition based on a single
face feature can not achieve satisfactory performance. So it
is a reasonable approach to fuse more kinds of face features.
The multi-feature fusion strategy can synthesize all the fea-
tures information, reserve more original face data, and get
satisfactory results. The popular fusion strategies are the
feature series joint and the weighted joint and so on[15].
The former fusing strategy is doomed to deal with high
dimensional feature vectors. If the dimension reduction is
implemented, the real meanings of the new vector are am-
biguous. The latter fusing strategy is the linear weighted
strategy based on the recognition results of various face
features. In this paper, the linear weighted fusion strategy
is used. For the face recognition result E(ui) based on the
i-th face feature, define

E(u) =

NX
i=1

ωiE(ui) (10)

where the weighted coefficient ωi denotes the contributive
efficiency of the i-th face feature for the recognition. The
final recognition results depend on the value E(u).

Determining the weighted coefficient is the key step of
this fusion strategy. Two methods are proposed in this
section. One defines the contributive efficiency of every
face feature as the weighted coefficient, such as the face
recognition rate. Another is based on the FLDA. Its

main idea is based on the following theory. The simi-
larity between different samples from the same individ-
ual (or the same class samples) is superior to the sim-
ilarity between different samples from different individ-
uals (or different class samples). With the FLDA, the
better discriminative feature should have better discrim-
inative capability, and so, should have a large between-
class similarity mean value, a little within-class similar-
ity mean value, and a little within-class and between-class
covariance mean values. So, we measure the discrimina-
tive capability of face features by the ratio of difference
of within-class and between-class similarity mean values
and the sum of within-class and between-class similarity
covariances.

For a face feature, the similarity measure Ωij of two sam-
ples i and j is defined as

Ωij =
\

(i, j) (i 6= j) (11)

where
T

(i, j) denotes the difference between the two sam-
ples.

The face recognition is a multi-class classification prob-
lem. According to the FLDA, the within-class similarity
measure is calculated on the different samples from the
same individual and the between-class similarity measure is
calculated on the different samples from different individu-
als for each feature defined in Section 3.1. The mean value
and covariance of within-class and between-class similarity
measures are formalized as
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from class
‘

. N
‘
b is the number of different sample pairs

from different classes, but one is from class
‘

.
Thus, the weighted coefficient ω can be defined as

ω =
(mw −mb)

2

Sw + Sb
(16)

This definition means that the larger is the difference
of within-class and between-class similarity measure mean
values, the larger is the ω and the better is the discrim-
inative capability, but the smaller is the sum of within-
class and between-class similarity measure covariances,
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the larger is the ω. So ω value reflects the discrimina-
tive capability of the face feature. Thus, the face fea-
ture with larger ω value can play a greater role in face
recognition.

4 Experimental results and analysis

In order to test the performance of the feature repre-
sentation and the fusing strategy developed in this pa-
per, we have carried out the experiment on BJUT-3D face
database. This 3D face database was built by our research
group and released to the public during the International
Conference on Computer Vision (ICCV) in 2005 with lots
of efforts for many years. So far, this database has been
used by more than 70 academic institutions from 14 coun-
tries. At the beginning, there were 500 face subjects with
neutral expression and every subject had only one sample
in the database. In order to be helpful for the evaluations
of face recognition algorithms, we added another 50 sub-
jects with neutral expression, and every subject had three
samples (two for training and one for test). All of these
150 samples were normalized by the method mentioned in
Section 2. Thus, they keep the alignment based on the face
features and with the same number of vertices and trian-
gle patches. All vertices of every sample were recorded in
3D coordinates, and structured by the triangle mesh for
further use.

As the real 3D face samples are difficult to acquire, some
virtual 3D faces based on the method in [16] were recon-
structed to enlarge the training set and the testing set. We
used some 2D face images from 2D face database CAS-
PEAL released by the Institute of Computing Technology,
Chinese Academy of Sciences to reconstruct the virtual 3D
faces samples. These virtual samples were also recorded
in 3D coordinates, and structured by the triangle mesh.
They all are aligned based on face features. The following
experiments were based on the real 3D face samples from
the BJUT-3D face database and the virtual 3D face sam-
ples reconstructed from 2D face image from CAS-PEAL
database.

4.1 The recognition performance evaluation of 3D
face representation feature

In order to test the representation efficiency of every face
feature, the experiments on two data sets were carried out,
respectively.

Set 1. All the testing samples are real 3D face data from
BJUT-3D face database. There are 150 samples from 50
persons (37 males and 13 females), and each individual has
3 samples with neutral expression (two for training and one
for testing).

Set 2. This set consists of two parts. One includes all
the 150 real samples from Set 1, and the other is the virtual
sample reconstructed from CAS-PEAL. There are 90 vir-
tual samples of 30 persons and each individual has 3 virtual
samples reconstructed from 3 different face images (two of
three virtual samples for training and one for testing, see
Fig. 4).

Four face geometry features are chosen for test. They
are the face surface area S, the face surface volume V ,
the relative distance matrix of key feature point coordi-
nates T , and the angle distance between the normal vec-
tors of two key points NA. The selected key feature
points are shown in Fig. 3. The recognition performances
of different features tested on the two data sets are shown
in Table 1.

(a) Original 2D face images

(b) Reconstructed 3D virtual faces

(c) Trimmed 3D virtual faces

Fig. 4 The virtual 3D face samples

Table 1 The recognition results of different features

Data set S V T NA

1 16.7% 14.3% 73.8% 73.8%

2 15.0% 13.7% 71.3% 72.5%

From the results shown in Table 1, we can conclude that
recognition efficiencies of surface area S and volume V fea-
tures are low, only about 15%. This is because the surface
area and volume are scalar, and they represent the holistic
face features. Furthermore, the main face areas from dif-
ferent individuals are usually similar, so are the values of
face surface area and volume. Hence, the recognition effi-
ciencies of these features are very low. But the two features
can distinguish samples with large difference in face shape,
and they also have a certain discriminative capability. The
face representation methods based on angle distance of the
normal vector and the relative distance matrix show good
recognition performance (about 73%) and they are also
positive face recognition features.

From these experimental results, we can see that the
recognition performance of Set 1 is better than that of Set
2. Because some samples from Set 2 are virtual 3D data
reconstructed from 2D images, the reconstructed error be-
tween the virtual sample and real sample is ineluctable.
This will affect directly the veracity of virtual data and
furthermore affect the face recognition performance. How-
ever, all samples from Set 1 are real 3D face data acquired
by 3D scanner, and their precision and veracity are better.
Therefore, the recognition performance tested on Set 1 is
better than those on Set 2.

4.2 The performance evaluation of feature fusion
strategy

In order to test the performance of the feature fusion
strategy developed in this paper, we performed the feature
fusion experiment on the two test sets mentioned in Section
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Table 2 The recognition results fusing multi-geometry features

Data set Weighted method S V T NA Fusing results

1 RWM 0.090 0.080 0.415 0.415 84.4%

1 TWM 0.109 0.179 0.382 0.330 86.7%

2 RWM 0.067 0.058 0.442 0.433 76.3%

2 TWM 0.161 0.221 0.430 0.188 81.3%

4.1. The result weighted method (RWM) defines the
weighted coefficient as the recognition efficiency of ev-
ery single face feature. The training weighted method
(TWM) defines the weighted coefficient as (16). The ex-
periment was taken based on two kinds of the weighted
methods. The four face geometry features (including
surface area S, volume V , the relative distance matrix
of key feature point coordinates T , and the angle dis-
tance between the normal vectors of two key points NA)
were fused. The final recognition results are listed in
Table 2.

Comparing the recognition results shown in Tables 1 and
2, we can conclude that the recognition results of fusing
multiple face features are superior to that using a single
face feature obviously. And for the two weighted coeffi-
cient methods, the fusing results of TWM proposed in this
paper are a little better than those of RWM. This is because
the RWM just fuses different features with the recognition
results based on single feature, but neglects the relative
relationship among samples. The TWM is a rational defin-
ing weighted coefficient method by analyzing the face data,
especially the within-class and between-class relative re-
lationship. The fusing experiment shows that the TWM
fusing strategy is more scientific, and results in the better
recognition performance.

Limited by the scale of 3D face database, the experi-
ment was on a small scale data set, which is the reason
why the advantage of TWM is not more obvious than the
RWM. With the enlargement of 3D face database scale,
the advantage of TWN will be more remarkable and the
recognition performance will also be much better than the
results based on RWM.

Xu has developed a method for 3D face recognition[17].
He has represented a face feature by the eigenvectors of
face local regions and has used subspace method to an-
alyze the face data. The reported experimental results
were for the full 120 probed faces with the recognition
rate 72%. Godil has probed the face recognition method
by fusing the 2D and 3D face recognition results[18]. He
has tested for 200 face samples CAESAR database. The
recognition rate is up to 82 %. Reference [19] has probed
3D face recognition performance using PCA feature on the
FRGC2.0 data set. The verification rate at 0.001 FAR is
82%. The recognition rate of the present method is ap-
proximately 85%. This exciting performance is attributed
to not only the effective description and representation
of face features but also feature fusing strategy. As re-
leased, 3D face databases are few, the scale is small, and
the most of them can not be obtained easily. The pub-
lic data resource for probing 3D face recognition method
does not exist. Therefore, it is impossible to compare
with the performance of different algorithms. In fact, it
also is insignificant to compare them in different database.
Thus, most researchers just perform their algorithms and
analyze the experimental results on a small scale 3D face

data set.

5 Conclusions and future work

In this paper, multiple representation features of 3D
face are defined for the 3D face recognition. An effec-
tive multi-feature fusion strategy is proposed with the con-
tributive efficiency of every face feature. This is a lin-
ear weighted strategy. The similarity metric measures
of face features are defined. The Fisher linear discrimi-
nant analysis is used to calculate the weighted coefficient
of every face feature with the within-class and between-
class similarity measures. The presented method was
tested on BJUT-3D face database and the virtual 3D
face samples reconstructed from CAS-PEAL 2D face im-
ages. The experimental results indicate that the method
is satisfying. And the recognition performance based on
the TWM fusion strategy is better than that based on
the RWM.

There are limited public 3D face databases. Some avail-
able 3D face databases are small scale and the data for-
mats are also different. These difficulties restrict research
progress of 3D face recognition. Our research is also based
on our own 3D face database, the BJUT-3D and 50 in-
dividuals, with multiple samples and were picked up for
recognition performance test. In the future, we will keep
on enlarging the experimental samples and perform exper-
iments on the larger scale data set. Meanwhile, expanding
the BJUT-3D face database and enriching the samples with
illumination and expression variations are also the impor-
tant work. It will be valuable for evaluating 3D face recog-
nition method and providing public face data resource for
researchers.
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