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Optimal Robust Estimation for
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Single Delayed Measurement
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Abstract This paper deals with the optimal robust estima-
tion problem for linear uncertain systems with single delayed
measurement. The optimal robust estimator is derived based on
the reorganized innovation analysis approach. The calculation
of the optimal robust estimator involves solving two Riccati dif-
ference equations of the same dimensions as that of the original
systems and one Lyapunov equation. A numerical example is
given to show the effectiveness of the proposed approach.
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It is well known that the Kalman filtering formula-
tion requires perfect system model and complete statistical
knowledge[1−2]. However, many models which we may ob-
tain are uncertain or lack statistical properties. In this case,
the performance of conventional Kalman approach becomes
poor. To get a good performance in the case of systems with
uncertainty, many researchers have focused on robust esti-
mation where the estimator is concerned with the design
of estimation that is robust with respect to model uncer-
tainty and lack of statistical properties on the exogenous
signals[3−8]. Among these previous works, [3−4, 7−8] dis-
cuss the systems with deterministic uncertainty whereas
[5−6] discuss the systems with random uncertainty.

On the other hand, estimation of time-delay systems has
received much attention[9−11]. In the case of discrete time
systems, the estimator for time-delay systems can be ob-
tained by using state augmentation and standard Kalman
filtering formulation. However, the state augmentation
may usually lead to much expensive calculations when the
time-delay or system dimension is large. Recently, [12−13]
have proposed a new approach of reorganized innovation
analysis. By using the new approach, the estimator for dis-
crete time systems with delayed measurement is designed
by solving two standard Riccati difference equations of the
same dimensions as the original systems. As the applica-
tion of the new approach, some complicated problems such
as H∞ filtering and H∞ fixed-lag smoothing for time-delay
systems have been also solved[14−15].

In this paper, we will study the optimal robust estima-
tion for linear discrete time-delay systems with stochastic
uncertainties in the system matrices. By applying the re-
organized innovation analysis approach developed in our
previous works[12−13], the delayed measurement is trans-
formed into delay-free measurements and the associated
innovation sequence is thus obtained. The stochastic un-
certainties in the systems are dealt with by introducing the
fictitious noise where the covariance matrix can be calcu-
lated recursively by one Lyapunov equation. The optimal
robust estimator is finally derived by the projection for-
mula. Compared with the traditional approach of state
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augmentation, a significant advantage of the proposed ap-
proach is that it can provide a simple solution.

The paper is organized as follows. In Section 1, the
mathematical framework and problem statements are il-
lustrated. We will present optimal robust estimation based
on reorganized innovation approach and projection theory
in Hilbert space in Section 2. The comparison of the com-
putational cost between the presented approach and the
conventional state augmented method is given in Section
3. A numerical example is presented to demonstrate the
validity of the proposed method in Section 4. The paper is
concluded in Section 5.

1 Problem statement
Consider the following linear stochastic uncertain system

xxx (k + 1) =

[
A +

m∑
i=1

Ai (k) ξi (k)

]
xxx (k) + Buuu (k) (1)

yyy (k) =

[
C +

m∑
i=1

Ci (k) ξi (k)

]
xxx (k) + vvv(1) (k) (2)

zzz (k) =

[
H +

m∑
i=1

Hi (kd) ξi (kd)

]
xxx (kd) + vvv(2) (k)

(3)

kd = k − d

where xxx (k) ∈ Rn, yyy (k) ∈ Rp, and zzz (k) ∈ Rq represent the
state, current measurement output, and delayed measure-
ment output. uuu (k) ∈ Rr is the input noise, vvv(1) (k) ∈ Rp,
and vvv(2) (k) ∈ Rq are the current measurement noise and
delayed measurement noise, respectively.

Assumption 1. The initial state xxx(0), uuu (k), vvv(1) (k),
vvv(2) (k), and the stochastic perturbs ξi (k), i = 1, · · · , m,
are zero, which means mutually uncorrelated white
noises with ε

[
xxx (0)xxxT (0)

]
= P0, ε

[
uuu (k)uuuT (k)

]
= Qu,

ε
[
vvv(1) (k)vvvT

(1) (k)
]

= Qv(1) , ε
[
vvv(2) (k)vvvT

(2) (k)
]

= Qv(2) , and

ε [ξi (k) ξj (l)] = δ (i− j) δ (k − l), respectively, where δ (k)
is the Dirac Delta function, T stands for the transpose, and
ε denotes the mathematical expectation.

In (3), zzz (k) is a delayed measurement. It is clear
that systems (1)∼(3) are not standard forms to which the
Kalman filtering is applicable. Let ȳyy(k) denote the obser-
vation of the systems (1)∼(3) at time k; then we have

ȳyy(k) =





yyy(k), 0 ≤ k < d[
yyy(k)
zzz(k)

]
, k ≥ d

Thus, (2)∼(3) can be rewritten as

ȳyy(k) =





[C +
m∑

i=1

Ci (k) ξi (k)]xxx(k) + vvvs(k), 0 ≤ k < d

A
[

xxx(k)
xxx(kd)

]
+ vvvs(k), k ≥ d

where

A =




C +
m∑

i=1

Ci (k) ξi (k) 0

0 H +
m∑

i=1

Hi (kd) ξi (kd)




vvvs(k) =





vvv(1)(k), 0 ≤ k < d[
vvv(1)(k)
vvv(2)(k)

]
, k ≥ d
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is white noise with zero mean and covariance matrix

Qvs =





Qv(1) , 0 ≤ k < d[
Qv(1) 0

0 Qv(2)

]
, k ≥ d

The optimal robust estimation problem is described
as follows. Given an integer l (l < d) and observation{{ȳyy (k)}N

k=0

}
, find an optimal robust estimator x̂xx (k − l|k)

of xxx(k) to minimize the following mean square estimation
error

ε
{

[xxx(k)− x̂xx(k − l|k)]T[xxx(k)− x̂xx(k − l|k)]
}

where ε is the mathematical expectation over uuu(k), vvv(1)(k),
vvv(2)(k), and ξi (k), i = 1, · · · , m. Depending on l, the op-
timal robust estimator x̂xx (k − l|k) will be an optimal ro-
bust filter (l = 0), or an optimal robust fixed-lag smoother
(0 < l < d).

Remark 1. The above problems have important appli-
cations in the real world, such as signal detection for the IS-
136 communication system[16−17], the design of equalizers
for the communication channel, and speech processing[5−6].
Different from the previous works, the problem considered
in this paper is a complicated problem which is involved in
the delayed measurements .

2 Optimal robust estimation
In this section, we shall present the optimal robust es-

timation based on the reorganized innovation analysis ap-
proach and projection theory in Hilbert space.

2.1 Fictitious noise

First, systems (1)∼(3) can be rewritten as

xxx (k + 1) = Axxx (k) + ūuu (k) (4)

yyy (k) = Cxxx (k) + v̄vv(1) (k) (5)

zzz (k) = Hxxx (kd) + v̄vv(2) (k) (6)

where

ūuu (k) =

m∑
i=1

Ai (k) ξi (k)xxx (k) + Buuu (k) (7)

v̄vv(1) (k) =

m∑
i=1

Ci (k) ξi (k)xxx (k) + vvv(1) (k) (8)

v̄vv(2) (k) =

m∑
i=1

Hi (kd) ξi (kd)xxx (kd) + vvv(2) (k) (9)

In (4)∼(6), ūuu (k) is viewed as the fictitious system noise
and v̄vv1 (k) and v̄vv2 (k) are viewed as the fictitious observa-
tion noises. Now, we calculate expectations and covariance
matrices of ūuu (k), v̄vv(1) (k), and v̄vv(2) (k), respectively. From
(7)∼(9) and Assumption 1 on the noises uuu (k), vvv(1) (k),
vvv(2) (k), and ξi (k), i = 1, · · · , m, it is clear that ūuu (k),
v̄vv(1) (k), and v̄vv(2) (k) are random processes with zero means.
To calculate the covariance matrices of ūuu (k), v̄vv(1) (k), and
v̄vv(2) (k), we give the following definition

D (k) = ε
[
xxx (k)xxxT (k)

]
(10)

By applying (4), it is not difficult to know that D (k)
satisfies the following Lyapunov equation

D (k + 1) = AD (k) AT +

m∑
i=1

Ai (k) D (k) AT
i (k)+ BQuBT

(11)

with the initial value D (0) = ε
[
xxx (0)xxxT (0)

]
. The covari-

ance matrices of ūuu (k), v̄vv(1) (k), and v̄vv(2) (k) are given in the
following lemma.

Lemma 1. The covariance matrices of fictitious noises
ūuu (k), v̄vv(1) (k), and v̄vv(2) (k) can be calculated by

ε







ūuu (k)
v̄vv(1) (k)
v̄vv(2) (k)







ūuu (k)
v̄vv(1) (k)
v̄vv(2) (k)




T
 =




Â(1) (k) Â(2) (k) 0

Â(2)T (k) Ĉ (k) 0

0 0 Ĥ (k)


 (12)

where

Â(1) (k) =

m∑
i=1

Ai (k) D (k) AT
i (k) + BQuBT

Ĉ (k) =

m∑
i=1

Ci (k) D (k) CT
i (k) + Qv(1)

Ĥ (k) =

m∑
i=1

Hi (kd) D (kd) HT
i (kd) + Qv(2)

Â(2) (k) =

m∑
i=1

Ai (k) D (k) CT
i (k)

and D (k) is obtained by (11).
Proof. Since uuu (k), vvv(1) (k), vvv(2) (k), and ξi(k) are mu-

tually uncorrelated white noises, the covariance matrices
of ūuu (k), v̄vv(1) (k), and v̄vv(2) (k) can be directly computed as
(12) by making use of (7)∼(9). ¤
2.2 Reorganized innovation

Having calculated the covariance matrices of the ficti-
tious noises ūuu (k), v̄vv(1) (k), and v̄vv(2) (k), we now present the
optimal robust estimation for systems (1)∼(3) by using the
Kalman filtering formulation. However, note that zzz (k) is
an additional measurement of state xxx (kd), which is received
at time instant k, so the measurement ȳyy(k) for k ≥ d con-
tains time-delay d. The linear space spanned by the mea-

surement
{
{ȳyy(s)}k

s=0

}
is denoted as L

{
{ȳyy(s)}k

s=0

}
. It is

easy to know that the linear space L
{
{ȳyy(s)}k

s=0

}
can be

equivalently rewritten as

L
{
{yyy2(i)}kd

i=0, yyy1 (kd + 1) , · · · , yyy1 (k)
}

where the new observations yyy2(s) and yyy1 (s) are given as
follows.

yyy2(s) =

[
yyy (s)

zzz (s + d)

]
, 0 ≤ s ≤ kd

yyy1 (s) = yyy (s) , kd < s ≤ k

It is clear that yyy1 (s) and yyy2(s) satisfy

yyy1 (s) = H1xxx (s) + vvv1 (s) (13)

yyy2 (s) = H2xxx (s) + vvv2 (s) (14)

where

H1 = C, H2 =

[
C
H

]

and

vvv1 (s) = v̄vv(1) (s) , vvv2 (s) =

[
v̄vv(1) (s)

v̄vv(2) (s + d)

]
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Obviously, the new measurements yyy1(s) and yyy2(s) are
delay-free, and the associated measurement noises vvv1 (s)
and vvv2 (s) are white noises with zero means and covari-

ance matrices, namely, Qv1 (s) = Ĉ (s) and Qv2 (s) =[
Ĉ (s) 0

0 Ĥ (s + d)

]
, respectively. The optimal robust

estimator x̂xx(k−l | k) becomes the projection of xxx(k−l) onto

the linear space of L
{
{yyy2(i)}kd

i=0, yyy1 (kd + 1) , · · · , yyy1 (k)
}

.

To calculate the projection, we shall introduce the follow-
ing stochastic sequence associated with the new observation{
{yyy2(i)}kd

i=0, yyy1 (kd + 1) , · · · , yyy1 (k)
}

.

www (s, 1) = yyy1 (s)− ŷyy1 (s, 1) , s > kd (15)

www (s, 2) = yyy2 (s)− ŷyy2 (s, 2) , 0 ≤ s ≤ kd (16)

where ŷyy1 (s, 1) is the projection of yyy1 (s) onto the lin-

ear space of L
{
{yyy2(i)}kd

i=0, yyy1 (kd + 1) , · · · , yyy1 (s− 1)
}

and

ŷyy2 (s, 2) is the projection of yyy2 (s) onto the linear space of

L{{yyy2(i)}s−1
i=0 }. Based on the discussion in [13], it is known

that {www (0, 2) , · · · ,www (kd, 2) ,www (kd + 1, 1) , · · · ,www (k, 1)} is
uncorrelated white noise and spans the same linear space
as

L
{
{yyy2(i)}kd

i=0, yyy1 (kd + 1) , · · · , yyy1 (k)
}

{www (0, 2) , · · · ,www (kd, 2) ,www (kd + 1, 1) , · · · ,www (k, 1)} is
called the reorganized innovation sequence. Next, we
shall calculate the reorganized innovation www (s, 1) and
www (s, 2). In view of (13)∼(14) and (15)∼(16), the following
equations can be obtained

www (s, 1) = H1x̃xx (s, 1) + vvv1 (s) (17)

www (s, 2) = H2x̃xx (s, 2) + vvv2 (s) (18)

with

x̃xx (s, 1) = xxx (s)− x̂xx (s, 1)

x̃xx (s, 2) = xxx (s)− x̂xx (s, 2)

where x̂xx (s, 1) and x̂xx (s, 2) are defined as in ŷyy1 (s, 1) and
ŷyy2 (s, 2).

We define the covariance matrices of one-step ahead state
estimation error as follows

P1 (s) = ε[x̃xx (s, 1) x̃xxT (s, 1)] (19)

P2 (s) = ε[x̃xx (s, 2) x̃xxT (s, 2)] (20)

From (17)∼(18), the reorganized innovation covariance
matrices are given by

Qw (s, 1) = ε[www (s, 1)wwwT (s, 1)] =

H1P1 (s) HT
1 + Ĉ (s) (21)

Qw (s, 2) = ε[www (s, 2)wwwT (s, 2)] =

H2P2 (s) HT
2 +

[
Ĉ (s) 0

0 Ĥ (s + d)

]
(22)

We shall give the following lemma to calculate the co-
variance matrices of one-step ahead state estimation error.

Lemma 2. The covariance matrices P2 (s + 1) and
P1 (s + 1) obey the following standard Riccati difference

equation, respectively

P2 (s + 1) = AP2 (s) AT + Â(1) (s)−
(AP2 (s) HT

2 +
[

Â(2) (s) 0
]
)Q−1

w (s, 2)×
(AP2 (s) HT

2 +
[

Â(2) (s) 0
]
)T (23)

and

P1 (s + 1) = AP1 (s) AT + Â(1) (s)−
(AP1 (s) HT

1 + Â(2) (s))Q−1
w (s, 1)×

(AP1 (s) HT
1 + Â(2) (s))T (24)

where Qw (s, 2) and Qw (s, 1) are calculated by (22) and
(21), respectively.

Proof. Note that x̂xx(s + 1, 1) is the projection of
xxx(s + 1) onto the linear space L{www (0, 2) , · · · , www (kd, 2),
www (kd + 1, 1) , · · · ,www (s, 1)}. Using the projection formula,
we get

x̂xx(s + 1, 1) = Proj{xxx(s + 1)|www (0, 2) , · · · ,www (kd, 2) ,

www (kd + 1, 1) , · · · ,www (s, 1)} =

Ax̂xx(s, 1) + ε
[
xxx (s + 1)wwwT (s, 1)

]
×

Q−1
w (s, 1)www (s, 1) =

Ax̂xx(s, 1) +

ε
[
(Axxx (s)+ūuu (s))(H1x̃xx (s, 1)+vvv1 (s))T

]
×

Q−1
w (s, 1)www (s, 1) =

Ax̂xx(s, 1) + (AP1 (s) HT
1 + Â(2) (s))×

Q−1
w (s, 1)www (s, 1) (25)

It follows from (19) and (25) that

x̃xx(s + 1, 1) = Ax̃xx(s, 1) + ūuu (s)− (AP1 (s) HT
1 +

Â(2) (s))Q−1
w (s, 1)www (s, 1) (26)

Since x̃xx(s + 1, 1) is uncorrelated with www (s, 1), then (24)
can be directly obtained by using (26) and (19). Similarly,
we can prove (23). ¤

Remark 2. It is clear that (23) is a standard Riccati
equation with initial value P2(0) = P0. It is worth pointing
out that P2 (kd) is the initial value of the Riccati equation
(24).

2.3 Main result

We are in the position to present the optimal robust filter
based on the reorganized innovation approach and Riccati
equation in the following theorem.

Theorem 1. Consider systems (1)∼(3) with single de-
layed measurement. The optimal robust filter x̂xx (k|k) can
be calculated by

x̂xx (k|k) = x̂xx (k, 1) + P1 (k) HT
1 Q−1

w (k, 1)×
[yyy1 (k)−H1x̂xx (k, 1)] (27)

where x̂xx(k, 1) is given by the following recursion.

x̂xx(s + 1, 1) = Ax̂xx (s, 1) + (AP1 (s) HT
1 + Â(2) (s))×

Q−1
w (s, 1) [yyy1 (s)−H1x̂xx (s, 1)] (28)

with initial value x̂xx (kd + 1, 1) = x̂xx (kd + 1, 2) can be com-
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puted by

x̂xx (s + 1, 2) = Ax̂xx (s, 2) + (AP2 (s) HT
2 +

[ Â(2) (s) 0 ])×
Q−1

w (s, 2) [yyy2 (s)−H2x̂xx (s, 2)] (29)

with initial value x̂xx (0, 2) = xxx (0) .
Proof. Since x̂xx (k|k) is the projection of xxx (k) onto the

linear space L{ {www (i, 2)}kd
i=0 ,www (kd + 1, 1) , · · · ,www (k, 1)},

by applying projection formula, we can obtain

x̂xx (k|k) = Proj{xxx (k) |www (0, 2) , · · · ,www (kd, 2) ,

www (kd + 1, 1) , · · · ,www (k, 1)} =

x̂xx (k, 1) + ε
[
xxx (k)wwwT (k, 1)

]
×

Q−1
w (k, 1)www (k, 1) =

x̂xx (k, 1) + P1(k)HT
1 Q−1

w (k, 1)×
[yyy1 (k)−H1x̂xx (k, 1)]

which is (27).
For s > kd, since x̂xx (s + 1, 1) is the projection of

xxx (s) onto the linear space of L{www (0, 2) , · · · ,www (kd, 2),
www (kd + 1, 1) , · · · ,www (s, 1)}, x̂xx (s + 1, 1) can be expressed by

x̂xx (s + 1, 1) = Proj{xxx (s + 1) |www (0, 2) , · · · ,www (kd, 2) ,

www (kd + 1, 1) , · · · ,www (s, 1)} =

Ax̂xx (s, 1) + ε
[
xxx (s + 1)wwwT (s, 1)

]
×

Q−1
w (s, 1)www (s, 1) =

Ax̂xx (s, 1) + (AP1 (s) HT
1 + Â(2) (s))×

Q−1
w (s, 1) [yyy1 (s)−H1x̂xx (s, 1)]

which is (28). Further, note that x̂xx (s + 1, 2) is the projec-
tion of xxx (s) onto the linear space L{www (0, 2) , · · · ,www (s, 2)}.
By making use of the similar approach, (29) is obtained. ¤

Similarly, we address the optimal robust fixed-lag
smoother, which is given in the following theorem.

Theorem 2. Consider systems (1)∼(3) and give an in-
teger l satisfying 0 < l < d. The optimal robust fixed-lag
smoother x̂xx (k − l|k) is formulated as

x̂xx (k − l|k) = x̂xx (k − l, 1) +

l∑
i=0

S (k − i)×

[yyy1 (k − i)−H1x̂xx (k − i, 1)] (30)

where

S (k − i) = P1 (k − l) MT (k − l) · · ·MT (k − i− 1)×
HT

1 Q−1
w (k − i, 1)

M (s) = A−
[
AP1 (s) HT

1 + Â(2) (s)
]
×

Q−1
w (s, 1) H1, s = kd + 1, · · · , k

and x̂xx (k − i, 1), i = 0, · · · , l, is computed by (28).
Proof. Note that x̂xx (k − l|k) is the projection of xxx (k − l)

onto the linear space L{www (0, 2) , · · · ,www (k, 1)}. Using pro-

jection formula, we obtain that

x̂xx (k − l|k) =Proj{xxx (k − l) |www (0, 2) , · · · ,www (kd, 2) ,

www (kd + 1, 1) , · · · ,www (k, 1)} =

x̂xx (k − l, 1)+

l∑
i=0

ε
[
xxx (k − l)wwwT (k − i, 1)

]
×

Q−1
w (k − i, 1)www (k − i, 1) (31)

From (31), it is easily known that the key is to calculate
ε
[
xxx (k − l)wwwT (k − i, 1)

]
. In view of (17), we have

www (k − i, 1) = H1x̃xx (k − i, 1) + vvv1 (k − i) (32)

(26) can be expressed as

x̃xx (s + 1, 1) = M (s) x̃xx (s, 1) + ūuu (s)−[
AP1 (s) HT

1 + Â(2) (s)
]
×

Q−1
w (s, 1)vvv1 (s) (33)

where M (s) = A −
[
AP1 (s) HT

1 + Â(2) (s)
]
Q−1

w (s, 1) H1,

and s = kd + 1, · · · , k. Similar to (33), x̃xx (k − i) in (32) is
easily written as

x̃xx (k − i, 1) = M (k − i− 1) M (k − i− 2) · · ·M (k − l)×
x̃xx (k − l, 1) + f (·) (34)

where f (·) is a linear function of ūuu (k − i− 1) , · · · ,
ūuu (k − l), vvv1 (k − i) , · · · , vvv1 (k − l), which are uncorrelated
with xxx (k − l).

Substituting (34) into (32) yields

www (k − i, 1) = H1M (k − i− 1)×
M (k − i− 2) · · ·M (k − l)×
x̃xx (k − l, 1) + f (·) (35)

It follows from (35) that

ε
[
xxx (k − l)wwwT (k − i, 1)

]
= P1 (k − l) MT (k − l)× · · · ×

MT (k − i− 1) HT
1 (36)

Moreover, with the support of (31) and (36), we can
easily obtain (30). ¤

Remark 3. We have studied the optimal robust fixed-
lag smoothing problem for the case of 0 < l < d in Theorem
2. It should be pointed out that the optimal robust fixed-
lag smoothing problem for the case of l ≥ d can also be
solved via a similar approach.

3 Comparison of computational costs
The purpose of this section is to compare the computa-

tional costs of the presented approach and the state aug-
mented method for the optimal robust filter.

Now, we introduce an augmented state

xxxT
a (k) =

[
xxxT(k) xxxT(k − 1) · · · xxxT(kd)

]

Then the original systems (1)∼(3) can be written as an
augmented state space model

xxxa(k + 1) = Āa(k)xxxa(k) + Bauuu(k) (37)

yyya(k) = H̄a(k)xxxa(k) + vvv(k) (38)
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where

yyyT
a (k) =

[
yyyT(k) zzzT(k)

]

vvvT(k) =
[
vvvT

(1)(k) vvvT
(2)(k)

]

BT
a =

[
BT 0 · · · 0

]

and

H̄a(k) =




C +
m∑

i=1
Ci (k) ξi (k) · · · 0

0 · · · H +
m∑

i=1
Hi (kd) ξi (kd)




Āa(k) =




A +
m∑

i=1

Ai (k) ξi (k)

In 0

In

. . .

. . .
. . .

In 0




Note that (37) and (38) are easily rewritten as follows

xxxa(k + 1) = Aaxxxa(k) + uuua(k) (39)

yyya(k) = Haxxxa(k) + v̄vv(k) (40)

where

uuuT
a (k) =

[
ūuuT(k) 0 · · · 0

]

v̄vvT(k) =
[
v̄vvT

(1)(k) v̄vvT
(2)(k)

]

Ha =

[
C · · · 0
0 · · · H

]
, Aa =




A
In 0

. . .
. . .

. . .
. . .

In 0




.

Obviously, the optimal robust filter x̂xx(k|k) is obtained by

x̂xx(k|k) =
[
In 0 · · · 0

]
x̂xxa(k|k)

where x̂xxa(k|k) is the optimal robust filter of the above aug-
mented systems (39) and (40). In view of [2], the optimal
robust filter x̂xxa(k|k) is directly given by

x̂xxa(k + 1|k + 1) = [Aa + Pa(k + 1)HT
a Q−1

w (k + 1)HaAa]×
x̂xxa(k|k) + Pa(k + 1)HT

a ×
Q−1

w (k + 1)yyya(k + 1)

where the matrix Pa(k) satisfies the following Riccati dif-
ference equation

Pa(k + 1) = AaPa(k)AT
a + Qua(k)−

(AaPa(k)HT
a +

[
Â(2)(k) 0

]
)Q−1

w (k)×
(AaPa(k)HT

a +
[
Â2(k) 0

]
)T

with Qw(k) = HaPa(k)HT
a +

[
Ĉ(k) 0

0 Ĥ(k)

]
and Qua(k) =




Â(1)(k)
0

. . .

0


 .

Traditionally, since additions are much faster than mul-
tiplications and divisions, it is the number of multiplica-
tions and divisions that is used as the operational count.
Let MDfilter,aug and MDfilter,new denote the numbers of
multiplications and divisions for the augmented method,
and the new approach in one step, respectively. We sup-
pose that p = q and the multiplications and divisions of
the algorithm are from left to right. Then MDfilter,aug

and MDfilter,new are directly computed as

MDfilter,aug = 4(n + nd)3 + 8p(n + nd)2 + (n + nd)2 +

8p2(n + nd) + 2p(n + nd) +

8p3 + n(n + nd) + n3 + 3n3m +

nr2 + n2r + 2np2m + 3n2pm (41)

MDfilter,new = 3n3 + 9n2p + 7np2 + 3n3m + nr2 +

n2r + 3n2pm + 2np2m + p3 +

[4n3 + 8n2p + 4np2 + 8p3]d (42)

According to (41) and (42), we have that the order of
delay d in MDfilter,aug is 3 whereas the order of d in
MDfilter,new is 1. Thus, when the delay d is large, it is
easy to know that MDfilter,new ¿ MDfilter,aug, which
implies that the presented approach is more effective. To
show this point, a numerical example is given.

Example 1. Consider systems (1)∼(3) with n = 1, m =
9, r = 3, and p = q = 1. The MD numbers of the proposed
approach and the state augmented approach are compared
in Table 1 for various values of d.

Table 1 Computational cost for various time-delay d

d 1 3 5 8

MDfilter,new 128 176 224 296

MDfilter,aug 183 537 1 347 3 837

Remark 4. It is worth emphasizing that via a way sim-
ilar to the above, the comparison of the operational counts
costed by the optimal robust smoothers, which are provided
by the traditional augmentation method and the presented
approach, can easily be given.

4 Numerical example

In this section, a numerical example will be given to
verify the efficiency of the proposed approach. Consider
systems (1)∼(3) with d = 30, m = 3,

A =

[
0.96 0
0.9 0.2

]
, BBB =

[
0.38
0.6

]

CCC =
[

0.34 0
]
, HHH =

[
1 0.36

]

and

Ai(k) =

[
1 0
0 1

]
, CCCi(k) =

[
0 1

]

HHHi(kd) =
[
1 0

]
, i = 1, 2, 3.

Here, uuu (k), vvv(1) (k), vvv(2) (k), and ξi (k), i = 1, 2, 3, are
mutually uncorrelated white noises with zero means and
covariances 0.5. By applying Theorem 1 and Theorem 2,
the optimal robust filter and the optimal robust fixed-lag
smoother (l = 5) are designed, respectively. The simulation
results are shown in Figs. 1∼4, respectively.
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Fig. 1 Tracking performance of the filter x̂xx1(k|k)

Fig. 2 Tracking performance of the filter x̂xx2(k|k)

Fig. 3 Tracking performance of the smoother x̂xx1(k − l|k)

Fig. 4 Tracking performance of the smoother x̂xx2(k − l|k)

It can be observed from Figs. 1∼4 that the optimal ro-
bust estimator can track the original state very well.

5 Conclusion
In this paper, we have studied the optimal robust estima-

tion problem for the linear discrete uncertain systems with
single delayed measurement. By applying the reorganized
innovation analysis theory, a new approach, which is new
to our knowledge, has been presented. The optimal robust
estimators are designed by calculating two Riccati differ-
ence equations of the same dimensions as that of the orig-
inal systems and one Lyapunov equation. Compared with
the state augmentation method, the presented approach
is much simpler for derivation and calculation, especially
when the time-delay is large. It is worth pointing out that
the presented approach is easily extended to systems with
multiple delayed measurements.
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