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Controller Design for Polynomial

Nonlinear Systems with Affine

Uncertain Parameters
TONG Chang-Fei1 ZHANG Hui1 SUN You-Xian1

Abstract By means of polynomial decomposition, a con-
trol scheme for polynomial nonlinear systems with affine time-
varying uncertain parameters is presented. The idea of poly-
nomial decomposition is to convert the coefficients of polyno-
mial into a matrix with free variables, so that the nonnegativity
of polynomials with even orders can be checked by linear ma-
trix inequality (LMI) solvers or bilinear matrix inequality (BMI)
solvers. Control synthesis for polynomial nonlinear system is
based on Lyapunov stability theorem in this paper. Construct-
ing Lyapunov function and finding feedback controller are au-
tomatically finished by computer programming with algorithms
given in this paper. For multidimension systems with relatively
high-order controller, the controller constructed with full mono-
mial base will be in numerous terms. To overcome this problem,
the reduced-form controller with minimum monomial terms is
derived by the proposed algorithm. Then a suboptimal control
aiming at minimum cost performance with gain constraints is
advanced. The control scheme achieves effective performance as
illustrated by numerical examples.

Key words Nonlinear control, semidefinite programming re-
laxation, robust control

1 Introduction

The Lyapunov stability theorem has been a cornerstone
for nonlinear system analysis for several decades. In princi-
ple, the theorem states that a system ẋxx = f(xxx) with equilib-
rium at the origin is stable if there exists a positive definite
function V (xxx) such that the derivative of V (xxx) along the
system trajectories is nonpositive. In recent years, con-
siderable attention has been devoted to the study of poly-
nomial nonlinear systems. Significant progress has been
made in the stability analysis of those systems by sum
of squares decomposition approach[1∼4]. Stability analysis
with this methodology is mainly based on Lyapunov stabil-
ity theorem. Constructing Lyapunov functions is solved by
SOSTOOLS[1] which converts the problems into semidef-
inite programs (SDP) solved using SeDuMi[5] which is a
MATLAB toolbox for optimization over symmetric cones.
Though stability analysis is solved effectively to some ex-
tent, control synthesis for nonlinear systems still remains a
stubborn problem since the nonlinear components of vari-
ables in the sum of squares (SOS) terms cannot be solved
directly. To solve the synthesis problem, an iterative al-
gorithm was proposed by Jarvis-Wloszek[6]. However, the
controller designed in [6] is not globally optimal; further-
more, the iterative algorithm may fail to get a solution in
some cases, though the system may possess a stabilized
controller.

Polynomial nonlinear system with state feedback con-
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troller is generally depicted as follows.

ẋxx = fff(xxx) + g · uuu(xxx) (1)

where g ∈ Rn×m, fff(xxx) ∈ Rn
n, and uuu(xxx) ∈ Rm

n are poly-
nomials with fff(000) = uuu(000) = 000, and the equilibrium point
is at origin xxx = 000. The demerit of constructing Lyapunov
function with SOSTOOLS is that there are two unknown
polynomials combined together in nonlinear form when the
set of (V,uuu) satisfies

∇V · (fff + guuu) < 0

Given the difficulties with Lyapunov-based controller syn-
thesis, it is most striking to find that the new convergence
criterion presented in [7] based on the so-called density
function ρ has much better convexity properties. Then,
Prajna[8] exploited this criterion to solve control synthesis
problems.

Unfortunately, the convergence criterion via density
function does not involve any information about conver-
gence rate, so the controller designed by this scheme may
have slow convergence in some instances. Furthermore, it
is difficult to apply density function to guaranteed cost con-
trol synthesis. Hence, it is a promising task to develop a
tool for control synthesis of polynomial systems for guar-
anteed cost control. To the best of our knowledge, how to
design an optimal controller under cost performance crite-
rion with constrained gains remains an open problem.

In this paper, we propose a novel algorithm for polyno-
mial decomposition and exploit this methodology to study
the suboptimal cost control of polynomial nonlinear sys-
tems with affine time-varying uncertain parameters. Con-
structing Lyapunov function and finding suboptimal feed-
back controller are automatically finished by our software
package based on algorithms proposed.

In this paper, Rn denotes the set of all polynomials in n
variables; Rr

n the set of all polynomial vectors in n variables
with r dimension; Rr

n,d the set of all polynomial vectors in
n variables with r dimension and the maximum degree of
the elements in the vector is d; ZZZ+ the nonnegative integer
set, ZZZ+ = ZZZ+ ∪ {0}; and

c(n, r) =

(
r
n

)
=





n!

r! (n− r)!
r > 0

1 r = 0
0 r < 0

2 Polynomial decomposition and nonneg-
ativity validation

In this section, we set up a decomposition framework by
giving several novel definitions to facilitate the expression
of our decomposition algorithm. Then the nonnegativity
validation problem for polynomials can be transmitted to
semidefinite positivity tests of corresponding decomposed
matrices.

Definition 1. A monomial mr(xxx) in n variables is a
function defined as mr(xxx) =

∏n
i=1 xxxri

i , for ri ∈ ZZZ+, and the
degree of monomial is defined as deg(mr) =

∑n
i=1 ri = r.

Definition 2. A polynomial f(xxx) ∈ R1
n is a finite linear

combination of monomials,

f(xxx) =
∑

r

crmr(xxx), with cr ∈ R

The degree of f(xxx) is denoted by deg(f) = max
r

deg(mr).
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Definition 3. xxx{r} is called the homogeneous monomial
base of degree r, for xxx ∈ Rn. xxx{r} can be generated as
follows.

xxx{r} =




xr
1[E2(xxx)]{0}

xr−1
1 [E2(xxx)]{1}

xr−2
1 [E2(xxx)]{2}

...

x1[E2(xxx)]{r−1}

x0
1[E2(xxx)]{r}




, with xxx{0} = 1

E2(xxx) is a shift function that deletes the first element of

xxx, i.e., E2(xxx) = [xxx2,xxx3, · · · ,xxxn]T. The dimension of xxx{r} is
calculated using the following formula

Dim(xxx{r}) = c(n+r−1, r) =
(n + r − 1)!

r!(n− 1)!
, forxxx ∈ Rn (2)

Definition 4. xxx|r| is called the full monomial base of
degree r for xxx ∈ Rn. xxx|r| is generated from homogeneous
monomial bases

xxx|r| =




xxx{0}

xxx{1}

...

xxx{r}




The dimension of xxx|r| is calculated by

Dim(xxx|r|) = c(n + r, r) =
(n + r)!

r!n!
, forxxx ∈ Rn (3)

Any polynomial f(xxx) ∈ R1
n,d can be written in the linear

form of full monomial base, i.e.,

f(xxx) = CCCx|d|, with CCC ∈ R1×c(n+d,d) (4)

Furthermore, if f(xxx) is in even order, i.e., d = 2r for r ∈ ZZZ+.
It can be decomposed in quadratic form

f(xxx) = (xxx|r|)T · [Pf + L(ααα)] · xxx|r| (5)

where Pf and L(ααα) ∈ Rc(n+r,r)×c(n+r,r) are symmetric ma-

trices, and ααα is a free variable vector with (xxx|r|)T · L(ααα) ·
xxx|r| = 0. Though decomposition for Pf is not unique, the
set of decomposed matrices

S(f) = {Pf + L(ααα)|(xxx|r|)T · [Pf + L(ααα)] · xxx|r| = f(xxx),

(xxx|r|)T · L(ααα) · xxx|r| = 0, f(xxx) ∈ R1
n,2r} (6)

is unique and can be taken as the test set for nonnegativity
check of f(xxx).

Definition 5. JJJ(m(xxx)) ∈ ZZZ1×n
+ is called the expo-

nent mapping of monomial m(xxx) for xxx ∈ Rn. If m(xxx) =∏n
i=1 xxxri

i , then JJJ(m) = [r1, r2, · · · , rn].

Definition 6. M(f) = Pf + L(ααα) ∈ Rc(n+r,r)×c(n+r,r)

is called the quadratic decomposed matrix of polynomial
f(xxx) ∈ R1

n,2r, where Pf and L(ααα) satisfy (5). There is a
total of N(ααα) free variables in L(ααα) with N(ααα) calculated
as

N(ααα) = 1
2
c(n + r, r)[c(n + r, r) + 1]− c(n + 2r, 2r) (7)

Definition 7. Loc(JJJ) : ZZZ1×n
+ → ZZZ+ is the index map-

ping of monomial m(xxx) with respect to JJJ in the full mono-

mial base. Loc(JJJ) is calculated by

Loc(JJJ) = 1 + c(n + s− 1, s− 1)+
n−1∑
i=1

c(n− i + s−si − 1, s− si − 1)
(8)

where s =
∑n

i=1 ri, si =
∑i

j=1 rj for JJJ = [r1, r2, · · · , rn].

So Loc(JJJ) locates the index of m(xxx) in the full monomial

base xxx|r|.
Algorithm 1 (Polynomial decomposition). f(xxx) is

depicted in (4) and (5). Denote by (xxx|2r|)i the ith element

in full monomial base xxx|2r|. CCCi is the ith element of CCC, and
Pjk and Ljk are the elements in jth row and kth column of
Pf and L(ααα), respectively. L(ααα) is independent of the coef-
ficient array CCC of f(xxx), and can be generated by monomial

base xxx|r|. Denote an indicator function by vij

{
vij = 2, for i = j
vij = 1, for i 6= j

(9)

Step 1. Generate L(ααα). Set X = xxx|r| ·(xxx|r|)T, i = 0, q = 1,
and L(ααα) = 0 for initialization. Step 1 is accomplished in
the following three substeps.

Substep 1.1 Set i = i + 1, j = i. If i > Dim(L(ααα)), go
to Step 2; else, go to Substep 1.2.

Substep 1.2 If Lij 6= 0, go to Substep 1.3; else, set
t = 0, find out all the elements equal to Xij in the upper
triangular part of X and denote the elements set by {Xkl}.
If {Xkl} is not empty, set Lkl = vklαααq, t = t + αααq, and
increase q by 1 for every Xkl in the set. Finally, set Lij =
Lji = −vijt and go to Substep 1.3.

Substep 1.3 Set j = j+1. If j > Dim(L), go to Substep
1.1; else, go to Substep 1.2.

Step 2. Construct Pf . Set Pf = 0 for initialization. For

every coefficient CCCi in CCC, if CCCi 6= 0, set JJJ i = JJJ((xxx|2r|)i),

JJJ
(1)
i = floor(JJJ i/2), and JJJ

(2)
i = JJJ i − JJJ

(1)
i for pre-procedure.

The decomposition of JJJ i is taken in three substeps.

Substep 2.1 Set t = sum(JJJ
(2)
i ) − r. If t ≤ 0, go to

Substep 2.3, else go to Substep 2.2.

Substep 2.2 Set JJJe = JJJ
(2)
i − JJJ

(1)
i . Denote the mth

element of JJJe by JJJe(m), for m from 1 to n. If JJJe(m) > 0,

set JJJ
(1)
i (m) = JJJ

(1)
i (m) + 1 and t = t − 1. If t ≤ 0, reset

JJJ
(2)
i = JJJ i − JJJ

(1)
i and go to Substep 2.3.

Substep 2.3 Set k = Loc(JJJ
(1)
i ) and l = Loc(JJJ

(2)
i ) which

are indices of the two decomposed monomials in full mono-
mial base xxx|r|, and finally set Pkl = Plk = vklCCCi/2.

When all coefficients CCCis are processed and Pf is con-
structed, go to Step 3.

Step 3. Set M(f) = Pf + L(ααα).

Lemma 1[9]. Given f(xxx) ∈ R1
n,2r, the sufficient condi-

tion for f(xxx) ≥ 0, ∀xxx ∈ Rn is that, f(xxx) can be rewritten

in the sum of squares form: f(xxx) =
∑k

i=1 f2
i (xxx). The nec-

essary condition also holds in following three cases:
1) n = 2;
2) r = 1;
3) n = 3, r = 2.
Theorem 1. Given f(xxx) ∈ R1

n,2r, the following state-
ments are equivalent:

1) f(xxx) can be rewritten in the sum of squares form:

f(xxx) =
∑k

i=1 f2
i (xxx).

2) There exists ααα ∈ RN(ααα) such that M(f) = Pf +L(ααα) ≥
0.

Proof. Statement 1) to 2). Since deg(f(xxx)) = 2r, and
deg(fi(xxx)) ≤ r for any fi(xxx), it can be written in the linear
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form of xxx|r|, i.e., fi(xxx) = CCCix
|r|, CCCi ∈ R1×c(n+r,r). Thus,

one gets

f(xxx) = (xxx|r|)T(

k∑
i=1

CCCT
i CCCi)xxx

|r|

By (6) and Definition 6,
∑k

i=1 CCCT
i CCCi ≥ 0 ∈ S(f). State-

ment 2) is derived.
Statement 2) to 1). If statement 2) holds, from singular

value decomposition, one gets M(f) = UTΛU . Choose

fi(xxx) = (Λ
1
2 Uxxx|r|)i. Then statement 1) is obtained. ¤

From Lemma 1 and Theorem 1, one can see that, the
positivity validation of f(xxx) can be relaxed to matrix in-
equality problem, which can be solved numerically. There is
no relaxation gap in the three cases as mentioned in Lemma
1.

3 Suboptimal cost control
In this section, we give the design of cost control via

polynomial decomposition approach, and the designed con-
troller is aimed at minimum average cost performance with
gain constraints.

Consider the polynomial nonlinear system with affine un-
certainties described, namely,

ẋxx = fff(xxx,δδδ,uuu) = fff0(xxx)+

l∑
i=1

δδδifff i(xxx)+

k∑

i=l+1

δδδigi−luuu(xxx) (10)

where gi ∈ Rn×m, fff i(xxx) ∈ Rn
n, and uuu(xxx) ∈ Rm

n with
fff(0, δδδ, 0) = 0. The uncertain parameters are defined as δδδi ∈
[δδδ−i , δδδ+

i ] with bounded time varying rates as δ̇δδi ∈ [δ̇δδ
−
i , δ̇δδ

+

i ].
The set of uncertain parameters can be presented in poly-

topic form ∆(δδδ) × Λ(δ̇δδ), where ∆(δδδ) and Λ(δ̇δδ) are convex

hull of δδδ and δ̇δδ, respectively. Define ∆0(δδδ) and Λ0(δ̇δδ) by

∆0(δδδ) = {col(δδδ1, δδδ2, · · · , δδδk)|δδδi ∈ {δδδ−i , δδδ+
i }, i = 1, 2, · · · , k}

Λ0(δ̇δδ) = {col(δ̇δδ1, δ̇δδ2, · · · , δ̇δδk)|δ̇δδi ∈ {δ̇δδ−i , δ̇δδ
+

i }, i = 1, 2, · · · , k}
∆(δδδ) can be generated by ∆0(δδδ)

∆(δδδ) = {δδδ =
∑2k

j=1
λjδδδ

(j)|λj ≥ 0, δδδ(j) ∈ ∆0(δδδ),

j = 1, 2, · · · , 2k,
∑2k

j=1
λj = 1}

Λ(δ̇δδ) can also be generated by Λ0(δ̇δδ) in the same way. We

call ∆0(δδδ) and Λ0(δ̇δδ) vertices sets of ∆(δδδ) and Λ(δ̇δδ). One
can see that they are with finite elements. Then, a problem

with set ∆(δδδ)×Λ(δ̇δδ) can be tested by ∆0(δδδ)×Λ0(δ̇δδ) when it

is convex with respect to δδδ and δ̇δδ, which converts an infinite
test problem into a finite one.

Theorem 2. Consider the nonlinear system described
in (10). If there exists a state feedback controller uuu(xxx) =
[uuu1,uuu2, · · · ,uuum]T ∈ Rm

n,d with uuu(0) = 0 and uuui(xxx) =

KKKiE2(xxx
|d|) for i = 1, 2, · · · , m, a parameter-dependent Lya-

punov function V (xxx,δδδ) = xxxTP (δδδ)xxx with P (δδδ) = P0 +∑k
i=1 δδδiPi, such that

P (δδδ(j)) > 0, j = 1, 2, · · · , 2k (11)

M [2xxxTP (δδδ(j))fff(xxx,δδδ(j),uuu) + xxxTRxxx +

k∑
i=1

δ̇δδ
(t)

i xxxTPixxx] ≤ 0,

j = 1, 2, · · · , 2k, t = 1, 2, · · · , 2k

(12)

M [xxxTPifff i(xxx)] ≥ 0, i = 1, 2, · · · , l (13)

M [xxxTPigi−luuu(xxx)] ≥ 0, i = l + 1, l + 2, · · · , k (14)

where δδδ(j) ∈ ∆0(δδδ), δ̇δδ
(t) ∈ Λ0(δ̇δδ), and Pis are symmetric

matrices for i = 0, 1, · · · , k, then, system (10) is globally
stable and converges to the origin with guaranteed cost
performance

∫ ∞

t0

xxx(t)TRxxx(t)dt ≤ xxx(t0)
TP (δδδ)xxx(t0) (15)

Proof. −P (δδδ) is convex for δδδ since it is affine with δδδ;
thus, −P (δδδ) < 0 can be tested in vertices set ∆0(δδδ). Hence,
from the definition of V (xxx,δδδ) and (11), we get, for any δδδ ∈
∆(δδδ), V (xxx,δδδ) = 0 only when xxx = 0, and V (xxx,δδδ) > 0 with

lim
||xxx||→∞

V (xxx) → ∞ for any xxx ∈ Rn/{0}. Differentiating

V (xxx,δδδ) along the system trajectory of (10), we have

V̇ (xxx,δδδ) = 2xxxTP (δδδ)fff(xxx,δδδ,uuu) +

k∑
i=1

δ̇δδixxx
TPixxx

By (13) and (14), V̇ (xxx,δδδ) is convex for δδδ and δ̇δδ; thus

V̇ (xxx,δδδ) + xxxTRxxx ≤ 0 can be tested by (12), which yields
(15) when integrated from t0 to infinity. ¤

In practice, we modify condition (11) to P (δδδ(j)) ≥ ε with
ε ≥ 0.001 to avoid numerical problems. For example, for
P (δδδ) > 0, if all eigenvalues of P (δδδ) are smaller than 10−9,
condition (12) may lose constraint effect by solvers under
the tolerance of 10−9 and produce wrong results. Usually,
the degree d in uuu(xxx) is chosen, where

d =

{
deg(fff), for deg(fff) is odd
deg(fff) + 1, for deg(fff) is even

(16)

The controller designed by Theorem 2 usually has numer-
ous monomials in practice. Denote the number of monomi-
als in uuu(xxx) by N(uuu). Then, it is calculated as follows.

N(uuu) = −m + m
(n + d)!

n!d!
(17)

For example, N(uuu) = 19 when xxx ∈ R3 and uuu ∈ R1
3,3, which

means that there are 19 monomials in the single dimension
controller of 3 states feedback when the degree is 3. Ac-
tually, some monomial terms in the controller contribute
little to the stabilization performance and can be removed.
However, how to find out the redundant terms is still a non-
convex problem as mentioned in [10]. In this paper, we min-
imize the norm 1 of the coefficients (gains) in uuu(xxx), which
approximately tries to minimize the number of nonzero
terms. The reason of norm 1 approximation is that, for am-
plitude distribution of the optimal residual, it tends to have
more zeroes and very small residuals compared to norm 2
approximation solution. For optimal control, we aim at
minimizing the cost function

∫∞
t0

xxx(t)TRxxx(t)dt, which is re-

laxed to minimization of the corresponding upper bound
xxx(t0)

TP (δδδ)xxx(t0) in our control scheme. (15) emphasizes
the dependence of the performance criterion on xxx(t0) and
P (δδδ). In order to find an optimal control using the cost
performance criterion, usually, it is necessary to eliminate
the dependence on xxx(t0). Mathematically, a simple way to
deal with this problem is to average the performance ob-
tained for a linearly independent set of initial states, i.e., to
assume the initial states to be random variables uniformly
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distributed on the surface of the n-dimensional unit sphere
with E[xxx(t0)xxx(t0)

T] = In. Then, we have

E[xxx(t0)
TP (δδδ)xxx(t0)] = E[tr(P (δδδ)xxx(t0)xxx(t0)

T)] =

tr(E[P (δδδ)xxx(t0)xxx(t0)
T]) =

E[tr(P (δδδ))]

Finally, minimizing cost performance is relaxed to minimiz-

ing 1
2k

∑2k

j=1 tr(P (δδδ(j))) with δδδ(j) ∈ ∆0(δδδ). The detailed
algorithm for control synthesis is presented in Algorithm 2.

Algorithm 2 (Control synthesis). We exploit

PENBMI[11] with YALMIP[12] interface to solve the opti-
mization problem derived from polynomial decomposition.
The controller design algorithm is processed in the follow-
ing two steps.

Step 1. Set appropriate values for ε, and τlim which
is a limit gate for monomial removals, and then, solve the
following optimization problem:

min
P (δδδ),K,ααα

m∑
i=1

Ni∑
j=1

Bij , Ni = c(n + d, d)− 1

s.t.

1)

{ −Bij ≤ Kij ≤ Bij i = 1, 2, · · · , m
Bij≥0 j = 1, 2, · · · , Ni

2) (11) ∼ (14) hold.

where Kijs are coefficients of monomials in uuu(xxx). Remove
the corresponding monomial term when |Kij | ≤ τlim in
the solved uuu(xxx). Construct a reduced controller with the
remaining monomials and denoted it by ũuu(xxx) with ũuui(xxx) =∑li

j=1 Kijmij(xxx) for i = 1, 2, · · · , m, where li is the number

of monomials in ũuui(xxx).
Step 2. Substitute ũuu(xxx) for uuu(xxx) and solve the following

optimization problem:

min
P (δδδ),K,ααα

1
2k

2k∑
j=1

tr(P (δδδ(j)))

s.t.
1) T ij ≤ Kij ≤ T̄ij , i = 1, · · · , m, j = 1, · · · , li

2) (11) ∼ (14)hold.

where T ijs and T̄ijs are the lower and upper bounds con-
straints for Kijs, respectively, which are given in specific
systems to meet physical limitations or other restrictions.

The cost performance in (15) cannot be minimized di-
rectly. Our scheme is to minimize the average upper bound
cost. In this sense, the solved ũuu∗(xxx) in Algorithm 2 is a sub-
optimal solution.

4 Numerical examples

Example 1. Consider the polynomial described system

{
ẋ1 = x2 − δ1x

3
1 + δ2x

2
1

ẋ2 = δ3u
(18)

where δ1 ∈ [0.5, 1.5] with δ̇1 ∈ [−0.5, 0.5], δ2 ∈ [1.0, 2.0]

with δ̇2 ∈ [−0.5, 0.5], and δ3 ∈ [0.9, 1.1] with δ̇3 ∈
[−0.01, 0.01]. We pick up u(xxx) = KKKE2(xxx

|3|), which has
the same order as fff(xxx). Choose R = I2. Then the cost
function is l2 norm of xxx(t). Setting ε = 0.01 and τlim = 0.1,
and using Algorithm 2, we get u(xxx) and ũ(xxx) in Step 1 as

follows

u(xxx) = −1.451x1 − 2.4876x2 − 2.865x2
1 − 0.014318x2

2+
1.3305× 10−16x1x2 − 0.18563x3

1 − 0.0539x3
2+

6.8569× 10−15x1x
2
2 − 1.6481× 10−16x2

1x2

ũ(xxx) = k1x1 + k2x2 + k3x
2
1 + k4x

3
1

If the control gains are constrained as −20 ≤ ki ≤ 20, for
i = 1, 2, 3, 4, i.e., TTT = −20 and T̄TT = 20, then, we get the
results as follows

P0 =

[
6.8267 0.3179
0.3179 0.0669

]
, P1 =

[ −3.0034 −0.1156
−0.1156 0.0156

]

P2 =

[
0.0000 −0.0000
−0.0000 −0.0051

]
, P3 =

[ −0.0071 0.0000
0.0000 0.0000

]

V (xxx,δδδ) = xxxT(P0 +

3∑
i=1

δiPi)xxx

u∗(xxx) = −20x1 − 14.2099x2 − 20x2
1 + 1.9549x3

1

1
8

∑8

j=1
tr(P (δδδ(j))) = 3.8981

Pick up δ1 = 1+0.5 sin(t), δ2 = 1.5+0.5 cos(t), and δ3 =
1 + 0.1 sin(0.1t) in our numerical simulation. The phase
portrait of the closed loop system with ũ∗(xxx) is illustrated
in Fig. 1. The sizes of arrow lines in Fig.1 are proportional
to ||ẋxx(t)||22, which signify the convergence rate of xxx(t). All
trajectories converge to the origin as shown in the figure.
Choose initial states on the unit circle plane, e.g., xxx(t0) =
[sin( k

8
π), cos( k

8
π)], for k = 0, 1, · · · , 15. The evolutions of

the closed loop system are shown in Fig. 2.

Fig. 1 Phase portrait of the closed loop system in Example 1

Fig. 2 Evolutions of the closed loop system with initial states
on the unit circle plane in Example 1

Example 2. Consider the following nonlinear system

{
ẋ1 = 2 sin x2

ẋ2 = x2
1 + u

(19)
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We get 2-order Taylor series approximation to sin x2 at
zero as follows

sin x2 = x2 + R2(x2)

where R2(x2) is the residual series of sin x2 with an or-
der greater than 2. From Lagrangian mean-value theorem,

R2(x2) = sin(3) x2
3!

|x2=ξ ·x3
2 = − 1

6
sin ξ ·x3

2, with 0 < ξ < x2.
Take ξ = θx2, for 0 < θ < 1, and choose δ = sin(θx2). Then
system (19) can be approximated as

{
ẋ1 = 2x2 − 1

3
δx3

2

ẋ2 = x2
1 + u

(20)

with δ ∈ [−1, 1] and δ̇ ∈ (−1, 1). Choose R = I2, deg(u) =
3, ε = 0.01, τlim = 0.001, TTT = −20, and T̄TT = 20, applying
Algorithm 2, then we get the suboptimal cost controller

u∗(xxx) = −8.9918x1−20x2−x2
1−0.051532x2

1x2−20x3
2 (21)

The phase portrait and evolutions of closed loop system
(19) are illustrated in Figs 3 and 4, respectively.

Fig. 3 Phase portrait of the closed loop system (19) in
Example 2

Fig. 4 Evolutions of the closed loop system (19) with initial
states on the unit circle plane in Example 2

5 Conclusion
This paper presents an algorithm for polynomial decom-

position, which can efficiently check the nonnegativity of
polynomials with high orders. The proposed decomposition
method is exploited for control synthesis of polynomial non-
linear systems with constrained controller gains. The state
feedback control law underlying cost performance with min-
imum nonzero monomial terms is obtained via optimizing
on minimum norm 1 of controller gains and subsequently
optimizing on minimal average trace of P (δδδ) at the vertices
of ∆(δδδ). Numerical examples show that the proposed con-
trol scheme exhibits effective performance for polynomial
nonlinear systems with affine uncertain parameters.
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