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Abstract To mitigate the loop delay in distributed wireless
networks, a predictive power and rate control scheme is pro-
posed for the system model that also accounts for the conges-
tion levels and input delay instead of state-delayed in a network.
A measurement feedback control problem with input delay is
formulated by minimizing the energy of the difference between
the actual and the desired signal-to-interference-plus-noise ratio
(SNR) levels, as well as the energy of the control sequence. To
solve this problem, we present two Riccati equations for the con-
trol and the estimation for the time delay systems. A complete
analytical optimal controller is obtained by using the separation
principle and solving two Riccati equations, where one is back-
ward equation for stochastic linear quadratic regulation and the
other is the standard filtering Riccati equation. Simulation re-
sults illustrate the performance of the proposed power and the
rate control scheme.

Key words Predictive power control, Kalman filter, time de-
lay, wireless networks

1 Introduction

Recent research in cellular wireless systems has recog-
nized power control as a flexible means of meeting different
quality of service (Q◦S) constraints in an efficient manner.
Power control is needed in wireless cellular communication
systems for managing the co-channel interference powers.
Power consumption is a key limiting factor in the perfor-
mance of wireless networks because of the presence of nodes
with limited power capabilities. This limitation is fur-
ther compounded by the fact that the nodes need to cater
to certain data rates, which in turn require the signal-to-
interference-plus-noise ratio (SNR) level, and consequently
the power level, to be above certain desired values. In ad-
dition, the nodes need to be responsive to congestion con-
ditions in the network, and therefore, they should be able
to adjust their transmission rates and their power levels ac-
cordingly. There have been many power control algorithms
that have been investigated in the literature. Most of the
initial distributed power control strategies proposed to data
strive to balance SNR in a distributed way, such as [1∼4].

The Kalman filtering approach[5] uses admission control as
the central Q◦S issue.

To improve the convergence properties, some stochastic
power algorithms[6, 7] with very little complexity were pre-
sented. To obtain an available solution combining in an
cohesive manner the requirements of power, data rate, and
congestion, some distributed strategies[8, 9] were proposed
for the joint control of power and data rates in a wireless
network by taking into account the congestion levels as well.

Signaling and measuring take time, resulting in time
delays in a power control loop, which in turn affects the
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dynamics of the closed-loop. The authors[10, 11] identified
some problems that the loop delay might cause for vari-
ous power control algorithms and proposed a few simple
time compensation schemes to effectively cancel the loop
delay. Some new adaptive closed-loop power control al-
gorithms that were able to alleviate the effect of the loop
delay were presented in [12]. But the global stability of
the proposed algorithms could not be guaranteed. From a
theoretic system perspective, the authors of [13] dealt with
state-delayed models, extending the results in [8, 9] to the
case when there are delayed measurements due to round
trip delays. A joint rate and power control algorithm that
minimizes the bound on the error variance between the de-
sired and actual SNR is given. However, the algorithm in
[13] cannot obtain a complete analytical control law.

The purpose of this article is to propose a distributed
strategy for the joint control of power and data rates in a
wireless network by taking into account the presence of the
loop delay. A predictive power and rate control scheme is
proposed for the system model with input delays instead
of state-delayed in [13]. The goal of the algorithm in this
article is twofold: on the one hand the aim is to mitigate
the loop delay through predictive control, and on the other
hand it tries to obtain a complete analytical control law
minimizing the energy of the difference between the ac-
tual and the desired SNR levels, as well as the energy of
the control sequence. The idea is to find a suitable linear
state-space model with input delay for the wireless net-
work dynamics considering loop delay, and then design an
explicit optimal measurement-feedback controller by using
the separation principle and solving two Riccati equations,
where one is backward equation for control and the other
is the standard filtering Riccati equation.

2 Problem formulation

2.1 System model

We consider a wireless network with nodes organized into
local clusters or cells with one node acting as the master
node in each cell. Any node that wishes to communicate is
allowed to do so only with the master node and uses a time
slot. Nodes communicating during the same time-slot in
other cells cause interference in this cell. A crucial structure
of the power control problem is the mapping between the
power levels and the SNR.

The SNR for node i at time t on an uplink channel is
defined by

γi(t) =
Gii(t)pi(t)

P

j∈A

Gij(t)pj(t) + σ2
i

(1)

where Gij represents the channel gain from the j-th node
to the intended master node of the i-th cell, pj is the trans-
mitted power from the j-th node, σ2

i is the power of the
white Gaussian noise at the receiver of the master node,
to which node i is connected, and A is the set of all nodes
interfering with node i.

Let fi(k +1) denote the flow rate at node i at time t, for
any node in the network, we adopt the following flow-rate
control algorithm[14]

fi(t + 1) = fi(t) + µ[d(t) − c(t)fi(t)] (2)

where µ > 0 is a step-size parameter and c(t) is a measure
of the amount of congestion in the network at time t. c(t)
is estimated based on the SNR estimation as well and one
method for estimating c(t) is presented in [8]. d(t) controls
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the amount of rate increase per iteration. Equation (2)
is a typical rate control strategy incorporated in computer
networks. c(t) is assumed to be independent of the flow
rates at different nodes, the parameter d(t) is a zero-mean
random variable with variance σ2

d.
According to Shannon capacity formula, the flow rate

fi(t) demands an SNR level γ′
i(t) that is given by fi(t) =

1
2

log2[1 + γ′
i(t)], namely, the SNR level should be at least

at a value γ′
i(t).

Usually, during normal network operation, γ′
i(t) ≫ 1.

Thus, fi(t) is proportional to logγ′
i(t). Using the fact and

(2), the desired SNR varies in dB scale according to the
rule

γ̄′
i(t + 1) = [1 − µc(t)]γ̄′

i(t) + µ′d(t) (3)

where µ′ = 20µ/ log2(10) and γ̄′
i(t) = 10 log γ′

i(t).
We assume that each node in the network adjusts its

power control algorithm

p̄′
i(t + 1) = p̄′

i(t) + αi[γ
′
i(t) − γi(t)] (4)

where αi is a step-size parameter that is allowed to vary
from one node to another and γi(t) is a measurement
of the actual SNR that is achieved by pi(t). Now let

βi(t) = Gii(t)
P

j∈A
Gij (t)pj(t)+σ2

i

denote the scaling factor that

determines how pi(t) affects the achieved γi(t) in (1), i.e.,
γi(t) = βi(t)pi(t) or, equivalently, in dB scale,

γ̄i(t) = β̄i(t) + p̄i(t) (5)

β̄i(t) is referred to as the effective channel gain. We intro-
duce the random walk model in [9] for β̄i(t) as: β̄i(t+1) =
β̄i(t) + ni(t), where ni(t) is a zero-mean disturbance of
variance σ2

n and is independent of p̄i(t). Substituting this
model for β̄i(t) into (5), we find that the achieved γ̄i(t)
varies according to the rule

γ̄i(t + 1) = (1 − αi)γ̄i(t) + αiγ̄
′
i(t) + ni(t) (6)

In the following, the index identifying the node is omit-
ted for notational clarity. Second, we introduce the two-

dimensional state vector: xxxT
t = [γ̄γγ(t)T, γ̄γγ′(t)

T
]. Then com-

bining (3) and (6) we arrive at the state-space model

xxxt+1 =

»

1 − α α
0 1 − µc(t)

–

xxxt +

»

n(t)
µ′d(t)

–

or, more compactly,

xxxt+1 = Atxxxt + wwwt (7)

where the 2 × 2 coefficient matrix At is given by At =
»

1 − α α
0 1 − µc(t)

–

and wwwt =

»

n(t)
µ′d(t)

–

, where wwwt is a 2× 1

zero-mean random vector with covariance matrix

Qw
t = Ewwwtwww

T
t =

»

σ2
n(t)

µ′2σ2
d(t)

–

(8)

2.2 Cost function

To mitigate the loop delay and drive γi(t) towards the
desired level γ′

i(t) we employ a predictive control sequence
ut−τ in (7) as follows

xxxt+1 = Atxxxt + Buuut−τ + wwwt (9)

for some given 2 × 2 matrix B and 2 × 1 control sequence
uuut−τ , where uuut = 000, t = −τ, · · · , 0. And τ is a nonzero inte-
ger that incorporates round trip delay time. For example,

let uuut =

»

up(t)
uf (t)

–

denote the individual entries of uuut. In gen-

eral, for arbitrary choices of B, the control signals that are
added into the updates for {p̄i(t), fi(t)} are combinations
of {up(t), uf (t)}.

In addition to employing a control sequence uuut, we as-
sume for generality that we have access to output measure-
ments that are related to the state vector as follows

yyyt = Cxxxt + vvvt (10)

for some known matrix C, where vvvt denotes measurement
noise with covariance matrix Rv

t

Rv
t = Evvvtvvv

T
t (11)

We then seek a control strategy uuut = Ft{y0, · · · , yt} that
satisfies the following stochastic quadratic cost function

min
{Ft}

E

"

xxxT
N+1P

c
N+1xxxN+1 +

N
X

t=0

xxxT
t LTLxxxt +

N−τ
X

t=0

uuu(t)Tuuu(t)

#

(12)

with L = [1 − 1], where E denotes the expectation opera-
tion. This choice of L results in Lxxxt = γ̄γγ(t) − γ̄γγ′(t) so that
‖Lxxxt‖

2 is a measure of the energy of the difference between
{γ̄γγ(t), γ̄γγ′(t)}. In this way, the cost function defined above
is such that it seeks to minimize the error between the suc-
cessive actual and desired SNR levels, as well as the energy
of the control sequence itself. Moreover, the solution {uuut}
should be a function of the available measurements {yyyt}
only.

3 Measurement-feedback controller

3.1 The separation principle

Let us begin by defining

JN = xxxT
N+1P

c
N+1xxxN+1 +

N
P

t=0

xxxT
t LTLxxxt +

N−τ
P

t=0

uuu(t)Tuuu(t)

The expectation in (12) is taken over the uncorrelated ran-
dom variables, x0 and {w0, · · · , wN , v0, · · · , vN}, then the
cost function can be written as E{x0,{wi}

N
i=0

,{vi}
N
i=0

}JN =

E{x0,{wi}
N
i=0

,{vi}
N
i=0

}(
h

PN−1
t=0 xxxT

t LTLxxxt +
PN−τ−1

t=0 uuuT
t uuut

i

+
ˆ

xxxT
N+1P

c
N+1xxxN+1 + xxxT

NLTLxxxN + uuuT
N−τuuuN−τ

˜

). We focus
on the second term on the right-hand side of the above
equation, and perform a completion of squares. Then, we
have

E{x0,{wi}
N
i=0

,{vi}
N
i=0

}[xxx
T
N+1P

c
N+1xxxN+1 + xxxT

NLTLxxxN +

uuuT
N−τuuuN−τ ] =

E(uuu(N − τ ) − ūuu)TRN (uuu(N − τ ) − ūuu) +

E{x0,{wi}
N
i=0

,{vi}
N
i=0

}[xxx
T
NP c

NxxxN ] + trace(Qw
N△N ) (13)

where

ū = −KT
NxxxN − R−1

N BTP c
N+1wwwN

KN = AT
NP c

N+1BR−1
N

RN = BTP c
N+1B + I

P c
N = LTL + AT

NP c
N+1AN − KNRNKT

N

△N = P c
N+1 − P c

N+1BR−1
N BTP c

N+1
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Equation (13) implies that we must choose uN−τ so as to
minimize E[uuuN−τ +KT

NxxxN +R−1
N BTP c

N+1wwwN ]TRN [uuuN−τ +

KT
NxxxN + R−1

N BTP c
N+1wwwN ]. Here, since uuuN−τ is only al-

lowed to be a linear function of {yyy0,yyy1, · · · ,yyyN−τ}, we are
confronted with the following problem

min
uuuN−τ∈L{yyy0,,··· ,yyyN−τ}

EaaaT
NRNaaaN

where we have defined aaaN = uuuN−τ + KT
NxxxN +

R−1
N BTP c

N+1wwwN . But the above problem is simply a linear
least-mean-squares estimation problem, given the observa-
tions {yyy0,yyy1, · · · ,yyyN−τ}. Thus, the minimizing solution is

uuuN−τ = −KT
Nx̂xxN|N−τ − R−1

N BTP c
N+1ŵwwN|N−τ

where x̂xxN|N−τ and ŵwwN|N−τ are the linear least-mean-
squares estimates of xxxN and wwwN , given {yyy0,yyy1, · · · ,yyyN−τ}.
Moreover, the state-space model (9) implies that ŵwwN|N−τ =
000, since wwwN is uncorrelated with {yyy0,yyy1, · · · ,yyyN−τ},

uuuN−τ = −KT
Nx̂xxN|N−τ . Then, we have

uuuN−τ = −Kc
Nx̂xxN−τ |N−τ −

τ−1
P

j=0

ΓN,jBuuuN−τ−j−1 (14)

where

Kc
N = R−1

N BTP c
N+1

"

τ
Y

j=0

AN−j

#

ΦΦΦN =
τ−1
X

j=0

 

R−1
N BTP c

N+1

"

j
Y

i=0

AN−i

#

wwwN−j−1

!

+

R−1
N BTP c

N+1wwwN

ΓN,j = R−1
N BTP c

N+1

"

j
Y

i=0

AN−i

#

With this choice of optimum control signal, the corre-
sponding minimum mean-square error becomes

E[KcT
N x̃xxN−τ |N−τ + ΦΦΦN ]TRN [KcT

N x̃xxN−τ |N−τ + ΦΦΦN ] =

E[x̃xxT
N−τ |N−τKc

NRNKcT
N x̃xxN−τ |N−τ ] + E[ΦΦΦT

NΦΦΦN ] =

trace(PN−τ |N−τKc
NRNKcT

N )+

trace(Qw
NP c

N+1BR−1
N BTP c

N+1)+

τ−1
X

j=0

trace(Qw
N−j−1Γ

T
j RNΓj) (15)

where we have defined x̃xxt|t = xxxt − x̂xxt|t and Pt|t = Ex̃xxt|tx̃xx
T
t|t.

Now using (13) and (15) for the minimizing choice of
uuuN−τ we may write

min E{xxx0,{wwwi}
N
i=0

,{vvvi}
N
i=0

}JN =

min E
{xxx0,{wwwi}

N−1

i=0
,{vvvi}

N−1

i=0
}
JN−1 + trace(Qw

NP c
N+1) +

trace(PN−τ |N−τ Kc
NRNKcT

N ) +

τ−1
X

j=0

trace(Qw
N−j−1Γ

T
j RNΓj)

3.2 Solution

We are thus left with the problem of choosing
{uuu0, · · · ,uuu(N−τ−1)} so as to minimize the expected value

of JN−1. But since our choice of endpoint, N −τ , was arbi-
trary, the same arguments can be used for any intermediate
time i. We thus have

uuut−τ = −Kc
t x̂xxt−τ |t−τ −

τ−1
X

j=0

Γt,jBuuut−τ−j−1,

t = τ, τ + 1, · · · , N

or

uuut = −Kc
t+τx̂xxt|t −

τ−1
X

j=0

Γt+τ,jBuuut−j−1, t = 0, · · · , N − τ

where

Kc
t = R−1

t BTP c
t+1

τ
Y

j=0

At−j ,Γt,j = R−1
t BTP c

t+1

j
Y

i=0

At−i

(16)

P c
t = LTL + AT

t P c
t+1At − KtRtK

T
t , P c

N+1

Kt = AT
t P c

t+1BR−1
t , Rt = BTP c

t+1B + I

All that remains is to find the estimates, x̂t|t. We start

with x̂xx0|−1 = 000, P0 = Exxx0xxx
T
0 = π0. But these are readily

given by the Kalman filter recursions corresponding to the
state-space model (9) and (10), i.e.,

8

>

>

>

<

>

>

>

:

x̂xxt+1|t = Atx̂xxt|t−1 + Buuut−τ + Kp,t(yyyt − Cx̂xxt|t−1),
x̂xx0|−1 = 0

x̂xxt|t = x̂xxt|t−1 + PtC
TR−1

e,t (yyyt − Cx̂xxt|t−1),
t = 0, 1, · · · , N

(17)

where Kp,t = AtPtC
TR−1

e,t , Re,t = CPtC
T + R, where

Pt satisfies the Riccati recursion Pt+1 = AtPtA
T
t + Q −

Kp,tRe,tK
T
p,t, P0 = Exxx0xxx

T
0 = π0.

We can summarize the results obtained thus far in the
following theorem.

Theorem. Consider the network operating under con-
dition that



xxxt+1 = Atxxxt + Buuut−τ + wwwt

yyyt = Cxxxt + vvvt t = 0, · · · , N

where xxx0 and the disturbances {wwwi}
N
i=0 and {vvvi}

N
i=0 are

zero-mean random variables with variances given by π0,
(8) and (11), uuut = 000, t ∈ {−τ, · · · , 0}. Then, the optimal
control strategy uuut = Ft(yyy0, · · · ,yyyt) that satisfies (12) is
given by the law

uuut = −Kc
t+τx̂xxt|t −

τ−1
P

j=0

Γt+τ,jBuuut−j−1, t = 0, · · · , N − τ

where Kc
t and Γt,j satisfy (16), x̂xxt|t are given by the Kalman

filter recursions (17).
Remark. The optimal control employs two Riccati re-

cursions: one is Pt and runs forward in time, whereas the
other is for P c

t and runs backward in time. Pt is used to
compute the gain matrix Kp,t, which in turn is used to esti-
mate the state vector from the observations yyyt. P c

t is used
to compute the gain matrix Kc

t , which is used to determine
the optimal control uuut. All matrix variables involved are
2× 2, and hence, the computational complexity of evaluat-
ing the solution is not significant.
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4 Simulation results

To illustrate the performance of the proposed algorithm,
we simulate a network using the model proposed in [8] for
the channel gain from the i-th node to its master node.
We take parameters according to the network[8]. The value
c(t) is chosen as a random variable between 0 and 0.5. d(t)
is 0.05-mean with variance 0.01. Moreover, take µ′ = 0.8,
RRRv

t = [0.01, 0.01]T, and α = 0.2. We simulate the proposed

algorithm under B = C = I , x̂xx0|−1 = [21.5, 20.5]T, and

xxx0 = [22, 20]T, and we obtain the following results.
The plot in Fig. 1 illustrates the performance of the con-

troller. The plot shows the change of the controller becomes
stable with the increase of the number of steps even if there
exists time delay in the network. The curves of power con-
trol signal up(t) and rate control signal uf (t) are listed with
change of steps as follows.

Fig. 1 Evolution of power and rate control curves

The plot in Fig. 2 shows the difference between the actual
SNR and the desired SNR. The proposed algorithm reduces
the SNR error.

Fig. 2 Comparison of the actual SNR and the desired SNR

5 Conclusions

We have studied the control problem for the systems
with the loop delay in wireless networks. A measurement-
feedback power and rate control approach with input delay
is presented. An explicit power and rate controller is found
according to the past and current observations of the ac-
tual and the desired SNR levels by using the separation
principle and solving two Riccati equations, where one is
backward equation for stochastic linear quadratic regula-
tion and the other is the standard filtering Riccati equa-
tion. The optimal feedback control law presented in this
article is analytical, instead of the linear quadratic regula-

tion (LQR) solution obtained by linear matrix inequality
(LMI) methods with state-delayed models in [13]. Simula-
tion results show the better performance of the proposed
algorithm.
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