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Self-tuning Information Fusion Kalman Predictor
Weighted by Diagonal Matrices and Its Convergence
Analysis

DENG Zi-Lit LI Chun-Bo!

Abstract For the multisensor systems with unknown noise statistics, using the modern time series analysis method, based
on on-line identification of the moving average (MA) innovation models, and based on the solution of the matrix equations for
correlation function, estimators of the noise variances are obtained, and under the linear minimum variance optimal information
fusion criterion weighted by diagonal matrices, a self-tuning information fusion Kalman predictor is presented, which realizes the
self-tuning decoupled fusion Kalman predictors for the state components. Based on the dynamic error system, a new convergence
analysis method is presented for self-tuning fuser. A new concept of convergence in a realization is presented, which is weaker
than the convergence with probability one. It is strictly proved that if the parameter estimation of the MA innovation models is
consistent, then the self-tuning fusion Kalman predictor will converge to the optimal fusion Kalman predictor in a realization, or
with probability one, so that it has asymptotic optimality. It can reduce the computational burden, and is suitable for real time

applications. A simulation example for a target tracking system shows its effectiveness.
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1 Introduction

The multisensor information fusion Kalman filtering has
widely applied to many fields including guidance, defense,
robotics, integrated navigation, target tracking, GPS po-
sitioning, communication, and signal processing, and has
received great attention in recent years. It is only effec-
tive when the model parameters and noise statistics are
exactly known. This restricts its practical applications.
In many realistic applications, the model parameters and
noise statistics are completely or partially unknown!*~3.
For the state or signals with unknown model parameters
and/or noise statistics, several self-tuning filters have been
presented®~®. Their basic principle is that the optimal fil-
ter with a recursive identifier of the autoregressive moving
average (ARMA) innovation model will yield a self-tuning
filter®>~%l. But, so far, the convergence of self-tuning fil-
ter has not been proved strictly, and the strict convergence
analysis approach has not been presented. Recently, for
the distributed fusion (weighted fusion) Kalman filters, the
optimal fusion criteria weighted by matrices, diagonal ma-
trices, and scalars have been presented in the linear mini-
mum variance sensel®”!, where the optimal fusion criterion
weighted by diagonal matrices is equivalent to the optimal
fusion criterion weighted by scalars for the state compo-
nents, which realizes a decoupled fused estimation for the
state components in the sense that only the component
estimators with the same physical sense are weighted by
scalar to obtain the fused component estimator which is
independent of other component estimators. The modern
time series analysis method proposed by Deng, et al [5,6]
provides an important methodology for solving optimal and
self-tuning filtering problems. Its basic tool is the AMRA
innovation model. Compared with the classical Kalman fil-
tering method[g], the Riccati equation is avoided, and based
on on-line identification of the ARMA innovation, the self-
tuning filter can be designed!®. In this paper, for the mul-
tisensor systems with unknown noise statistics, using the
modern time series analysis method, based on on-line iden-
tification of the moving average (MA) innovation models,
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applying the optimal fusion criterion weighted by diagonal
matrices, a self-tuning information fusion Kalman predictor
is presented, which realizes the self-tuning decoupled fusion
Kalman predictors for the state components. If the interest
is to find the fuser for a component of the state, then the
proposed decoupled fusers can avoid the computation of lo-
cal and fused predictors for other components, so that the
computational burden can be reduced. In addition, com-
pared with the Kalman fuser with the matrix weights(”,
the Kalman fuser with the diagonal matrix weights avoids
the on-line computation of a high-dimension inverse ma-
trix, and only requires a less computational burden. The
convergence analysis of a self-tuning fuser is a very difficult
open problem. A new convergence analysis method is pre-
sented in this paper. First, a new concept of convergence
in a realization is presented, which is weaker than conver-
gence with the probability one. In the second place, the
general mathematical method and tool for solving the con-
vergence problems are presented based on a dynamic error
system. Thirdly, it is strictly proved for the first time that
if the parameter estimation of the MA innovation models
is consistent, the self-tuning fusion Kalman predictor will
converge to the optimal fusion Kalman predictor in a reali-
zation, or with probability one.

2 Optimal fusion steady-state
Kalman predictor weighted by
diagonal matrices

Consider the multisensor linear discrete-time stochastic
system

2(t+1) = Sx(t) + I'w(t) (1)
yi(t) = Hiz(t) +vi(t),i=1,---, L 2)

where z(t) € R", yi(t) € R™, w(t) € R", vi(t) € R™ are
the state, measurement, process noise, and measurement
noise of the ith sensor subsystem, respectively, and @, I,
and H; are constant matrices with compatible dimensions.

Assumption 1. w(t) and v;(t) are uncorrelated white
noises with zero mean and

Efw(t)w” (k)] = Quds, Elw(t)v; (k)] =0

T . (3)
E[vi(t)v]- (k)] = ij(;ij(;tk,vt,k,l,] = 1, ce ,L
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where E denotes the mathematical expectation, the super-
script T denotes the transpose, dog is the Kronecker delta
function, i.e. daa = 1,0ap = 0(a # ().

Assumption 2. (@, H;) is a completely observable pair
with the observability index (;, and (®,I") is a complete
controllable pair, or @ is a stable matrix (i.e all eigenvalues
of @ lie inside the unit circle).

Assumption 3. &, I', and H; are known, the noise
variance matrices Q@ and @Q,; are completely or partially
unknown.

Assumption 4. The measurement data y;(t) are
bounded, i.e. a realization of the stochastic process y;(t) is
bounded, so that || yi(¢) ||< ¢, Vt,i = 1,---, L, with con-
stant c, and || - || denotes the norm of the vetor.

From (1) and (2) we have y;(t) = H;(I, —
q 1) g Y w(t) + vi(t), where ¢~ ! is the backward shift
operator, ¢ 'w(t) = w(t — 1), and I, is the n x n unit
matrix. Introducing the left-coprime factorization

Hi(ln—q ' @) Tq™" = A7 (¢ ")Bi(¢™") (4)
where A;(¢~*) and B;(¢ ') are polynomial matrices having
the form Xi(qfl) = X0 —I—Xuq*l + -+ Xin,, ¢~ ", with

Xing; # 0,Xi5 = 0(J > nai), Aio = Im,, and By = 0, we
obtain the local ARMA innovation models

Ai(q_l)yi(t) = Di(q_l)gi(t)vi = 1727 T 7L (5)

where D;(¢™") = Do+ Di1q™ " +- - + Din,, g~ ™ is stable
(i.e. all zeros of detD;(t) lie outside the unit circle), D;o =
Im;, and the innovation process €;(t) € R™ is white noise
with zero mean and variance matrix Q¢;, and

Di(q ei(t) = Bi(g™ w(t) + Aig™vi(t) (6)

where D;(¢™') and Q.; can be obtained by the Gevers-
Wouters algorithm[ﬁ].

Lemma 1. For the multisensor system (1) and (2) with
known model parameters and noise statistics, the ith sensor

subsystem has the local N-step-ahead steady-state Kalman
predictor of z(t + N)(N > 1) as

Bi(t+ NJt) = O V4 (¢ + 11) (7)

Bt 110) = Tt — 1) + Kyigi()

Wi = & — K H; ®

H; T Ma
H; $ M2
H; o1 M; s,

where the pseudo-inverse is defined as X+ = (XTX)7' XT.
The matrices M;; can recursively be computed as

My = —AaM;j1— - — Aing; Mij—n,; + Dij (10)

where we define that M;; = 0(j < 0). Defining the steady-
state local prediction error cross-covariances as P;;(N) =
E[Zi(t+N[t)Z; (t+N|t)],i,j =1, -, L, with Z;(t+ N|t) =
xz(t+ N) — &;(t + N|t), we have the relation

Pii(N) =
N

oV1y, PN-DT | Z N R QT N -RT (11)
k=2

N >2

with the definition X;; = Pj;(1). Xy satisfy the Lyapunov
equation

Dij = Wpi X5 W;; + FQwFT + Kpi Quidi; K,
S (12)

] = 17 B L
which can be solved by iteration!®
was given in [6].

Lemma 2. For the multisensor system (1) and (2) with
known model parameters and noise statistics, the optimal
information fusion steady-state Kalman predictor weighted
by diagonal matrices is given as

. The proof of Lemma 1

Zo(t+ NJt) :Z @(t + NJt) 13)

2(N) = diag(wj1(N), -, wjn(N))

Denoting the local and optimal fused Kalman predictors in
the component form as

&5t + NJt) =
ot + Nt) =

& (t+ NJt]T
,Zon(t + Nt)]T

[Z51(t+ Nt), -
[i’01(t—|—N|t), s

the decoupled optimal fused Kalman predictors for the
state components are given by

Zwﬂ

where the optimal weighting coefficient vectors w;(N) =

Zoi(t+ N|t) = )2t + Nt),i=1,---,n (15)

[wii(N), - ,wri(N)],s=1,--- ,n, are given by
wi(N) = [e"(P"(N)) "] e (P (N) i =1,--- ,n (16)
where ¢” = [1,---,1], and P*(N) = (P(7(N)),k,j =

1,---, L, is the L x L matrix whose (k, j) element P,g;i)(N)
is the (7,1) diagonal element of Py;(N). Defining Po;(N) =
E[#8; (t+ N|t)] with Zo;(t+ Nt) = zi(t+ N) — Zoi(t+ N|t),
and z(t + N) = [z1(t + N),- -,z (t + N)]T,

we have

Poi(N) = [e"(P*(N)) el i=1,---,n (17)

and we have the accuracy relation that Po;(N) <
Pj;(N),i = 1,---,n;j5 = 1,---, L. The proof of Lemma
2 was given in [6].

3 Self-tuning decoupled fusion

Kalman predictor weighted by
diagonal matrices

Theorem 1. For multisensor system (1) and (2) with
Assumptions 1 ~ 3, the unknown noise variance matrices
Q. and Q. can be obtained by solving the following matrix
equations

Ndj
> D0l -
Mbi Nai (18)
ZBZJQwB i T+ZAUQW i
T:0717“'7ndi71:13‘“3L
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where A;; and B;; are known, and D;; and Q.; are assumed
to be known.

Proof. Computing the correlation functions of the two
sides of MA process (6) yields (18). Let 6; denote an
n; X 1 column vector which consists of all unknown ele-
ments in Qu and Q.;. For the fixed i, expanding (18)(7 =

0,--- ,nq;) for each element of matrices, equations (18) can
be rewritten as an equivalent set of linear equations
Aib; =6;,i=1,--- L (19)

where the matrix A; is known, the vetor ¢; is obtained from
the elementary operations of elements of D;;(j =1, ,na;

and Q:;, i.e., §; is a continuous function of elements of
Dij(j = 1,-+- ,n4) and Q.;, which is denoted by §; =
fi(Di1, -+, Diny,;, Qes). Since 0; satisfies (19), the linear

equaitons (19) have consistency. If A; has full column rank,
i.e. rankA; = n;, then A; has the same row rank, so that
for fixed i, from (19) we can select n; linear independent
equations as

Aiobi = 6i0,0i0 = fio(Dir, -+, Ding,, Qei) (20)

where A;p is known n; X n; non-singular matrix, ;o is the
n; X 1 vector and f;o is a continuous function. From (20),
0; can be solved as

0; = Ajy'dio (21)

O

When only Q. and Qu.(¢ = 1,---,L) are unknown,

Ai(g7Y) and Bi(¢~ ") are known. Introducing the new mea-

surement processes z;(t) as zi(t) = Ai(q~ )y:(t), then (5)
becomes the MA innovation models

z(t) = Di(g Dei(t),i=1,--- , L (22)

The unknown MA parameter matrices D;; can be estimated
by a recurive identifier !, and in the convergence analysis
we assume that the MA parameter estimation is consistent,
ie. Dij — Dij, as t — oo, where D;; denotes the estimate
of D;; at time ¢, and time ¢ is omitted, i.e. Dij means
Dyj(t). From (22), the estimate &;(t) of innovation process
g:(t) at time ¢ is defined as

éz(t) = Zz(t) — ﬁiléi(t — 1) — C = ﬁmméz(t — ndi) (23)
which yields the relation
zi(t) = Di(g~)éi(t) (24)

where we define the estimate D;(¢™') of D;(¢™') at time ¢
as Di(qfl) =1In, + Dig '+ -+ Dingig "4, and define
the sampled covariance estimate Q.; of Q.; at time ¢ as

=2 >l () (25)

Substituting the estimates Dij and Qai into (20) yields
the estimates 6; and d;0 at time ¢ as

0: = A di0, di0 = fio(Dir, -+, Ding,, Qei) (26)

Hence, based on the ith subsystem, from (26) we obtain
the estimates Qu: and Q. of Q. and Q.; at time t.

Based on all subsystems, the estimate Qu, of @, at time ¢
is defined as

mH

Z wi (27)

The self-tuning decoupled fusion Kalman predictor con-
sists of the following three steps:

Step 1. Applying a recursive identifier®! of the MA in-
novation models (22), the estimates ﬁij of D;; can be ob-
tained, and substituting Di; into (23)~(27), (9)~(13) and
(16) yields estimates Qeis Qu, Qui, Mij, Kpi, Wi, Pij(N),
i, @;i(N) and £2;(N).

Step 2. From ( ) and (8), the local self-tuning Kalman
predictors are given as

B+ 1[t) = U@l (bt — 1) + Kpiyi(t) (28)
E5(t+ NJt) = o1& (t+1|t), N > 1

Step 3. From (13), the self-tuning fused Kalman pre-
dictor weighted by diagonal matrices is given as

L

E3(t+ NIty = 025

Jj=1

(¢ + N|t) (29)

The above three steps are repeated at each time t.
Remark 1. In order to reduce the on-line computa-
tional burden of solving the Lyapunov equations (12) with

estimates Qw and QAM' by iteration, we can select a com-
puting period (dead band) Ty of (12). In a dead band Ty,
the estimates 2‘7;]' are not changed, so that the estimates
fZi(N ) are also not changed in Tj.

4 The convergence analysis of
self-tuning fused Kalman pre-
dictor

The known measurement data y;(t) can be viewed as a
realization of the measurement stochastic process y;(t).

Definition 1. If based on known measurement data,
the estimate D;; of the MA parameter D;; converges to
the true value D;;, i.e. Dij — Dyj, as t — oo, then we call
that the estimate D;; converges to D;; in a realization.

Definition 2. If the self-tuning Kalman perdictors
Zi(t + N|t) and steady-state Kalman predictor Z;(t + N|t)
obtained based on known measurement data have the re-
lation that [£;(t + N|t) — Z:(t + N|t)] — 0, as t — o0,
i=1,---,L, ‘then we call that Zi(t + N|t) converges to
Zi(t —|— N|t) in a realization.

Definition 3. If the self-tuning and optimal fused
Kalman predictors #3(t + N|t) and £o(t + N|t) obtained
based on known measurement data y;(¢)(: = 1,--- , L) have
the relation [23(t+ N|t) —Zo(t+ N|t)] — 0, as t — oo, then
we call that &§(t + N|t) converges to Zo(t + N|t) in a reali-
zation.

Remark 2. The convergence in a realization or a
realization-based convergence is weaker than the conver-
gence with probability one. If the convergence with prob-
ability one holds, according to the statistical inference
principle, for known measurement data as a realization of
the measurement process, the convergence in a realization
holds. Inversely, if for each realization, except the real-
izations with probability zero, the convergence in a realiza-
tion holds, then the convergence with probability one holds.
But, if the convergence in a realization holds, generally, we
do not conclude whether the convergence with probability
one holds.

Remark 3. The concept of convergence in a realization
has an important application value. Because in many ap-
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plication problems, we only know a realization of a stochas-
tic process, for example, meteorological data, hydrological
data.

Lemma 3. Consider a time-varying dynamic error sys-
tem

3(t) = F(O)8(t — 1) + u(?) (30)

where ¢ > 0, the output (dynamic error) 6(¢) € R", the
input u(t) € R". Assume that F(t) — F, as t — oo, where
F is a stable matrix, and u(t) is bounded, i.e. || u(t) ||<
c1,t > 0, with constant ci1. Then 6(t) is bounded.

Proof. See Appendix A.

Corollary 1. Assume that §(¢t) € R™ satisfies the time-
varying non-homogeneous difference equation

Alg™)8(t) = u(t) 31
(t

where the input u(t) € R™ is bounded, and we define that

Ag ) =T + Mi()g "+ -+ Ay ()™

_ B (32)
A =TI+ Mg 4+ Ay g™
Assume that /L-(t) — A;j,ast — o0, 4 = 1,---,ny, and
A(q™1) is stable. Then the output §(¢) also is bounded.
Proof. See Appendix A.
Lemma 4. Consider a stable dynamic error system

3(t) = F8(t — 1) + u(t) (33)

where ¢ > 0,0(t) € R", u(t) € R". Assume that F is a
stable matrix, and u(t) — 0 as t — oco. Then §(t) — 0, as
t — oo.

Proof. See Appendix A.

Corollary 2. Consider a dynamic error system de-
scribed by a stable non-homogenous different equation

AlgH)8(t) = u(t) (34)

where u(t) € R™, §(t) € R™, A(q™") as defined in (32) is
stable, and u(t) — 0, as t — oo. Then §(¢) — 0, as t — co.
Proof. See Appendix A.
Theorem 2. For the multisensor system (1) and (2)
with Assumptions 1 ~ 4, if

Dij — D»L'j, ast — oo, (35)
in a realization,i =1,--- ,L,j=1,--- ng;

then the innovation estimator £;(¢) defined in (23) con-
verges to €;(¢) in the sense that

[€:(t) —

gi(t)] — 0,as t — o0

i=1,---,L,in a realization (36)

Proof. Setting Dz] = D +AD”, Di(g™") = Di(¢ ")+
AD;(¢g7), ADi(g™Y) = ADing ™ +-- —&-ADm(h i from
(35) we have that AD;; — 0, Di(¢”') — Di(¢”"), and

AD;(g7') — 0, as t — co. Defining 8;(t) = &;(t) — ei(t),
and subtracting (22) from (24) yields the dynamic error
system

Di(g™)6i(t) = wi(t), wi(t) =

From Assumption 4 we have that z;(t) is bounded. Apply-
ing (24), the stability of D;(¢~*) and Corollary 1 yields that
€;(t) is bounded. Hence from (37) we have that u;(t) — 0,
as t — oo. From (37), applying Corollary 2 and the sta-
bility of D;(¢™ ") yields that §;(t) — 0, as t — oo, i.e.(36)

~ADi(g Mét)  (37)

holds. (|
Theorem 3. For the multisensor system (1) and (2)
with Assumptions 1 ~ 4, if (35) holds, we have

Qgi — Qei,as t — 00,in a realization (38)

Proof. Since white noise ¢;(¢) is a stationary stochastic
process, according to the ergodicity!, we have

—Esl Pe; (G

According to the statistical inference principle, we conclude
that (39) holds in a realization.
Applying (25) and 0;(t) = €;(t) — €i(t), we have

Qsi - Qsi =

3 ST G) + 8T G) + BT )+

- ZEZ 51 Qaz

Notice that || £;(¢) [|<|| 0:(¢) || + || €i(t) ||- Since d;(t) —
as t — 00, d;(t) is bounded. Hence applying the bound-
edness of &;(t) yields that £;(¢) is bounded. Therefore, we
have that [ei(5)d7 (7) + 8i(j)e; () + 8:i(5)87 ()] — 0, as
j — o0, and from (39) and (40) we have that (38) holds in
a realization. O

Theorem 4. For the multisensor system (1) and (2)
with Assumptions 1 ~ 4, if (35) holds, then

— Qei,as t — 0o, with probability 1 (39)

(40)

Qw - QM7QUi - Qvivkpi — Kpi, @pi = Vi,

Q2i(N) — 2;(N 4D

),as t — oo, in a realization

Proof. Since fio is a continuous function of the elements
of Dij(i=1,--+ ,nq) and Qe;, from (20) and (26), apply-
ing (35) and (38) yields that 0; — 6;, ie. Qui — Qu,
Quvi — Qui, and applying (27) yields that Qw — Qu in a
realization. From (10), each element of M;; is a continu-
ous function of elements of D;;(j = 1,--- ,nq;), applying
(35) yields that M;; — M;; in a realization. From (9),
each element of Kj; is a continuous function of elements of
M;;(j=1,---,0:), so that kpi — Ky, and @pi — ¥yiina
realization. For the Lyapunov equation (12), applying the
existence theorem for implicit function®, in a sufficiently
small neighborhood, each element of X is a continuous
function of elements of Wy, ¥p;, sz, Ky, Quw and Qui, so
that £i; — Xy, and from (11), P;j(N) — Pij(N) in a
realization. From (13) and (16), each element of (2;(N)
is a continuous function of elements of Py;(N), so that
2;(N) — £2,(N) in a realization. O

Theorem 5. For the multisensor system (1) and (2)
with Assumptions 1 ~ 4, if (35) holds, then the local self-
tuning Kalman predictor Z; (¢t + N|t) converges to the local
steady-state Kalman predictor Z;(t+ N|t) in the sense that

[#5(t + N|t) — &:(t + N|t)] — 0

. . (42)
as t — 00,in a realization

Proof. Setting kpi = Kpi =+ Akpi, @pi = pi + A @qu,
from (41) we have that AKW — 0, AV¥p; — 0 in a realiza-
tion. Denoting d;(¢) = &7 (t + 1|t) — £:(¢t + 1|¢), subtracting
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(8) from (28) yields a dynamic error system

51(t) = Lppi(;i(t - 1) -+ ul(t)

7 ) (43)
ui(t) =A szl': (t|t — 1) + AKpiyi(t)

In (28), applying Assumption 4 and IA(W' — K; yields that
Kpiyi(t) is bounded, and noting that W,; — Wy, and ¥,
is a stable matrix!®, according to Lemma 3, &; (t+ NJt)
is bounded in a realization. Hence w;(t) — 0 in (43), and
applying Lemma 4 yields that d;(¢) — 0, and from (8) and
(28) we have that (42) holds. O

Theorem 6. For the multisensor system (1) and (2)
with Assumptions 1 ~ 4, if (35) holds, then the self-tuning
fused Kalman predictor weighted by diagonal matrices con-
verges to the optimal fused Kalman predictor weighted by
diagonal matrices in the sense that

[£5(t + Nt) — &o(t + Nt)] — 0

. s (44)
as t — 00, in a realization

Proof. Setting ;(N) = 2,(N)+ A(N), from (41) we
have that Af2;(N) — 0. Subtracting (13) from (29) yields

#5(t+ N|t) — &o(t + NJt) =
;f?i(N)[ff(tJrNH)*fz‘(t+N|t)]+ (45)

> AL(N)E (t+ Nlt)

Applying (42), AQ;(N) — 0, and boundedness of & (t +
N|t) yields that (44) holds. O

Theorem 7. For the multisensor system (1) and (2)
with Assumptions 1 ~ 3, if D;; converges to D;; with
probability one, and the measurement processes y;(t)(i =
1,---,L) are bounded with probability one, then the self-
tuning fused Kalman predictor converges to the optimal
fused Kalman predictor with probability one, i.e.,

[Z6(t + Nt) — Zo(t + N|t)] — 0,as t — oo, w.p.1  (46)

Proof. From Theorem 6, except the realizations with
probability zero, for each realization of the measurement
processes y;(t)(¢ = 1,--- , L), (44) holds which yields that
(46) holds. O

Remark 4. Theorem 7 shows that the problem of the
stochastic convergence with probability one can be con-
verted into the problem of the non-stochastic or determi-
nate convergence in a realization.

Remark 5. From the point of view of methodology, the
problem of the convergence in a realization is converted into
the stability problems of dynamic error system: the stabil-
ity of bounded input to bounded output, and the stability
of infinite small input to infinite small output. The conver-
gence problem in a realization is essentially a determinate
(non-stochastic) limit problem which can easily be solved
by a strict mathematical tool as shown in Lemmas 3 ~ 4,
and Corollaries 1 ~ 2.

5 Simulation example

Consider the target tracking system (1) and (2) with 3
sensors, and

1 T, 0.5T¢ 0
d=10 1 To |, "= |0 ,HZ:B (1) 8}
0 0 1 1 (47)
1=1,2,3

where Tp is the sampling period, z(t)=[z1(t), z2(t), z3(t)]*
is the state, the components x1(t), z2(t) and zs(t) are the
position, velocity, and acceleration of target at the sample
time t7To, respectively, n = 3, L = 3, m; = 2, w(t) and v;(t)
are independent Gaussian white noises with zero mean and
unknown variances 2, and Qu;, respectively. The problem
is to find the self-tuning fused Kalman predictor weighted
by diagonal matrices, £§(t + 2[t). In simulation we take
To =1, 0, = 0.36, Qui = 00112,Qu2 = 0iala, Qus =
02315,02, = 0.01, 02, = 0.02, 023 = 0.04. Introducing
the left-coprime factorization (4) yields the MA innovation
models of subsystems as('Y

zi(t) = (In + Dig~ " + Diag” ei(t)
Zz(t) =

e e e R G

The simulation results are shown in Fig.1 ~ Fig.13. The
convergence of the estimates D;; obtained by a modified
recursive extended least squares (MRELS) method™! is
shown in Fig.1 ~ Fig.6, where the curved lines denote the
estimates, the straight lines denote the true values. The
convergence of estimates 62 and Q. = 6212 is shown
in Fig.7 ~ Fig.9. The error curves between the self-
tuning and optimal fused Kalman predictors are shown in
Fig.10 ~ Fig.12, where we see that the self-tuning fused
Kalman predictor converges to the optimal fused Kalman
predictor, so that it has the asymptotic optimality. The
curves of accumulated error squares for the self-tuning local
and fused Kalman predictors are shown in Fig.13, where we
see that the accuracy of the self-tuning fused Kalman pre-
dictor is higher than that of each local self-tuning Kalman
predictor.

6 Conclusion

For the multisensor system with unknown noise statis-
tics, by the modern time series analysis method, a self-
tuning information fusion Kalman predictor weighted by
diagonal matrices has been presented based on on-line iden-
tification of the MA innovation models. It has been realized
the self-tuning decoupled Kalman predictors for state com-
ponents. The estimators of the noise variances are obtained
by solving the matrix equations for correlation function. A
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Fig. 10 The error curve between self-
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tion predictors
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Fig. 11 The error curve between self-
tuning and optimal fused Kalman veloc-
ity predictors
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eration predictors
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(a) The curves of accumulated error squares of local and fused
self-tuning Kalman position predictors
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(b) The curves of accumulated error squares of local and fused
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(¢) The curves of accumulated error squares of local and fused
self-tuning Kalman acceleration predictors

77777 : The curves of accumulated error squares of self-
tuning Kalman predictor for sensor 1

----- : The curves of accumulated error squares of self-
tuning Kalman predictor for sensor 2
----- — : The curves of accumulated error squares of self-
tumng Kalman predictor for sensor 3
: The curves of accumulated error squares of self-
tuning Kalman fused predictor weighted by diagonal matri-
ces

Fig. 13 The curves of accumulated error squares of posi-
tion, velocity, and acceleration for local and fused self-tuning
Kalman predictors

new concept of convergence in a realization is presented,
which is weaker than the convergence with probability one.
The new convergence analysis method and tool based on
the dynamic error systems have been presented. It has
been proved strictly that the self-tuning fused Kalman pre-
dictor converges to the optimal fused Kalman predictor in
a realization or with probability one, so that it has the
asymptotic optimality. The proposed self-tuning fuser and
its convergence theory, method, and tool open up a new
field — self-tuning information fusion filtering theory and

applications for systems with unknown model parameters
and noise statistics.
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Appendix A

Proof of Lemma 3. Let Aq,---, A\, be the eigenvalues of F'.

Since F is a stable matrix, then | A\; |[< 1,¢ = 1,--- ,n, so that
its spectral radius p = max(| A1 |,---,| An |) < 1. Applying
the matrix theory!*?!, there exists a matrix norm || - || such that

| Fll=p+p=mpo<1,pu>0. Setting F(t) = F + AF(t),
from F(t) — F we have that AF(t) — 0, as ¢ — oco. Hence
taking a > 0 such that o < 1 — po, there exists to > 0 such that
| AF(t) ||I< a, as t > tg. Defining p,, o + «, we have that
0< pm < Land | F(0) 1< F || + I AP < pota = pm < 1,
as t > to. By the iteration for (30), we obtain the relation

5(t) = F(t,to)d(to) + > F(t,d)u(i) (A1)

i=tg+1
with the definitions that F(¢,t) = I., F(t, ) = 1?( VE(t —
1

1) F(i+1),t > . Thus || F(t0) [I<| F@) |- | FG+1) [I<
Py t, and

16 IS E(tto) Il 6Gt) 1T+ D I Ft,d) Il u@) (1<

t=tg+1
’ (A2)
ph o |l 8(to) Il + Z i
i=tg+1
Noting that 0 < p,, < 1, we have that 0 < p& 0 < 1, and
t t—tg—1 t—tg
i ) 1—pm 1
2= 2 Ph= <3 (A3)
e/ = — pm — Pm

From (A2) and (A3) we easily yield the boundedness of §(¢). [
Proof of Corollary 1. The different equation (31) has the
state space model

z(t) = At)z(t — 1) + b(t) (A4)
with the definitions

5(t) —A4(2) —Any (2)
§(t—1) . I 0
z(t) = : JAR) =
5(t —nx +1) 0 e I, 0
u(t) e
0 I
b(t) = A=
0 0 - I, 0

Since u(t) is bounded, then b(t) is bounded. Noting('!l that
det(I — q='A) = detA(g™!), where A(q~') is defined in (32),
the stability of A(g~!) yields that A is a stable matrix. From
A;(t) — A;, we have that A(t) — A, as t — oo. Applying
Lemma 3 for (A4) yields that z(t) is bounded, and from (A5),

4(¢) is bounded. g
Proof of Lemma 4. Iterating (33) yields the relation
t—1
5(t) = F'5(0) + > Fiu(t — j) (A6)
i=0

Because F' is a stable matrix, it has the spectral radius p, 0 <
p < 1, and there exists a matrix norm Il - || such that || F ||=
p+p=po<1l,pu>0. From (A6) it follows that

16t) 1< e 11 6(0) | +iﬂé [l =) | (A7)

=0

Noting that 0 < po < 1, it follows that p} — 0, as t — oo.
Applying the assumption that u(t) — 0, as ¢ — oo, we have
that || u(t) ||[— 0, as t — oo. Hence for arbitrarily small € > 0,
there exist ¢, and ¢, such that pf < e, ast >t,, || u(?) ||[<e, as

t > t,. Here po is a fixed number, so that ¢, only depends on €.
Consider the decomposition

S oh llute =) 1=
T (A8)
Zponum I+ % Alluc-5]

Jj=tp+1

It is obvious that u(¢) is bounded, i.e. || u(t) ||< c2 with constant
c2, t > 0. When t > ts =t, + tp, we have that

1—p" €
Py lut—17)lI<e p 0
Sttt << 3ot = L)
Z P |l u(t = 35) 1< e Z Py = (A9)
j=tp+1 j=tp+1
CQPEP+1(1 _P(t) tpil) C2€
1—po 1—=po

Hence taking ¢t > t5, from (A7) ~ (A9) we have that || §(¢) ||<
cse, with constant ¢z =|| 6(0) || +[(1 + ¢2)/(1 — po)] which is
independent of €. Since € > 0 can be taken as an arbitarily small
number, then || §(¢) || can be arbitarily small for sufficiently large

g

(Al5)t>t5,1e 4(t) — 0, as t — oo.

Proof of Corollary 2. The difference equation (34) has the
state space model

z(t) = Az(t — 1) + b(t)

where z(t), b(t) and A are defined in (A5). The stability of
A(g™') and the relation™ det(I — ¢~ 'A) = detA(qg™!) yield
that A is a stable matrix. The assumption that u(t) — 0, as
t — oo, and (A5) yield that b(t) — 0, as ¢ — oo. Applying
Lemma 4 for (A10) yields that z(t) — 0, as t — oo, and from
(A5) we have that 6(¢) — 0, as ¢ — oco. O

(A10)



